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Fundamental physics without spacetime:  
ideas, results and challenges from quantum gravity and beyond



1.   spacetime as we know it, in GR - and the relational perspective 

2.   the problem of Quantum Gravity: conceptual, physical, mathematical  

3.  emergent space, emergent time in QG 

4.  an example of a fundamental QG formalism and of the emergence of spacetime from it  

5.  a possible quantum statistical foundation of the formalism based on Jaynes' principle 

6.  remarks about foundational/philosophical issues (and the role of agency) in light of QG

Plan 



different kind of talk this talk

other talks at 
the Bayes Forum

goal

outline general issues in QG, and  some research directions, more than specific results, as well broader implications

mostly focusing on conceptual aspects

general survey, with lots of material (mostly for later discussion)





Nature of spacetime:  

lessons from General Relativity



main lesson: spacetime is a physical system itself (own dofs, see gravitational waves)

• gravity = spacetime geometry (spatial distances, time intervals, curvature of 
space, volumes, …..) = field

• spacetime geometry is generically non-flat and dynamical
• matter mass-energy “deformes” spacetime, deformation affects motion of matter
• no preferred space or time direction
• physics is the same in all (idealized) frames
• causal structure non-trivial and dynamical; spatial regions can be causally 

inaccessible (horizons)

Rµ⌫ [g(x)]� 1
2
R[g(x)] + ⇤gµ⌫(x) = 8⇡GNTµ⌫ [�(x), ...]

Einstein’s equations

R(t) �(t)

=) R(t) t(�)

=) R(�)

|t1i , |t2i, ..... |tni , .... (1)

gµ⌫(t, x) ds2 = gttdt
2 + g12 dx1dx2 (2)
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ds2 = gttdt
2 + gtxidtdxi + gxixjdxidxj

Nature of spacetime: lessons from General Relativity

give eqns for evolution of universe:

Friedman eq. derivation:Friedman eq. derivation:
•• Lets follow Newton and write the force on aLets follow Newton and write the force on a
mass m.mass m.

•• The particle’s gravitational potential can beThe particle’s gravitational potential can be
written as:written as:

•• The kinetic energy of a particle can beThe kinetic energy of a particle can be
written as:written as:

•• Energy conservations gives us:Energy conservations gives us:

•• The relation between the position and theThe relation between the position and the
coco--moving position is:moving position is:

•• So the total internal energy of the system is:So the total internal energy of the system is:
•• Making the substitution:Making the substitution:

•• We finally have: (we will prove that this isWe finally have: (we will prove that this is
the Hubble constant later)the Hubble constant later)

e.g. Friedmann eqn (homogeneity + isotropy):





Nature of spacetime:  

lessons from General Relativity 

in fact, there is more to it .....



Diffeo-invariance, spacetime (local) observables and relational strategy

• no absolute notion of temporal or spatial direction/location/distance

• manifold has only global role (topological restriction)

• local manifold structures (points, directions, paths, coordinate frames, ...) 

have no physical significance

• what is physical is values of (continuum) dynamical fields, among which 

the metric field, and their relations

diffeomorphism invariance + background independence D. Giulini, '06

Path integral formulation of Quantum Gravity (geometrodynamics)

|hi 2 H H| i = 0 hh1|h2i =

Z

h1,h2

Dg e
i SM(g)

transition amplitude (or scalar product) 
from one 3-geometry to another

sum over spacetime 
4-geometries

probability amplitude for each 
“history” (4-geometry), depending 
on GR action (or modified one) 
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like for other field theories, and in fact much worse for a number of reasons (see later), construction is purely 
formal, and needs to be made rigorous (by one of the strategies we outlined for ordinary field theories)

key issues: • functional measure

• implementation of diffeomorphism symmetry

• .....

useful to identify formal resolution of general issues, in this context, before attempting rigorous construction

in particular, we would like to identify properties required for solid connection to canonical formulation 
(role of constraints and implementation of diffeo symmetry), assuming path integral is defined jointly with it

points to clarify (in analogy with relativistic particle): various definitions of "transition amplitudes", 
classes of paths to be integrated over, composition laws, ... 



Diffeo-invariance, spacetime (local) observables and relational strategy

• no absolute notion of temporal or spatial direction/location/distance

• manifold has only global role (topological restriction)

• local manifold structures (points, directions, paths, coordinate frames, ...) 

have no physical significance

• what is physical is values of (continuum) dynamical fields, among which 

the metric field, and their relations

diffeomorphism invariance + background independence D. Giulini, '06

so what are spacetime observables? 

yes, wrt manifold, because manifold is not spacetime

only "global" ones? 
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Diffeo-invariance, spacetime (local) observables and relational strategy

• no absolute notion of temporal or spatial direction/location/distance

• manifold has only global role (topological restriction)

• local manifold structures (points, directions, paths, coordinate frames, ...) 

have no physical significance

• what is physical is values of (continuum) dynamical fields, among which 

the metric field, and their relations

diffeomorphism invariance + background independence D. Giulini, '06

• space and time identified in relations among dynamical fields, necessarily 
including metric field


• identify internal appropriate d.o.f.s, e.g. matter fields, use them as (approximate) 
clocks and rods to parametrize evolution and location of other dofs

R(t) �(t)

=) R(t) t(�)

=) R(�)

R(t)

1

relational strategy:

Relational observables: “functions on reference fields”
Rovelli ‘90s+     [related ideas DeWitt ‘60s; Bargmann & Komar 90’s]

All measurements in real world relational: 

Premise: no external reference, all reference systems/frames are internal and physical

How do we describe physics relative to dynamical reference systems?

)

what is a reference system?  
As non-invariant/asymmetric under gauge symmetries as possible  
(invariants worst possible reference systems)

As many DoFs as there are indep. gauge directions  
(want to parametrize orbits with dynamical reference DoFs)

 reference DoFs are gauge DoFs⇒

Hoehn, '00s

so what are spacetime observables? 

yes, wrt manifold, because manifold is not spacetime

only "global" ones? 
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formal, and needs to be made rigorous (by one of the strategies we outlined for ordinary field theories)

key issues: • functional measure
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useful to identify formal resolution of general issues, in this context, before attempting rigorous construction

in particular, we would like to identify properties required for solid connection to canonical formulation 
(role of constraints and implementation of diffeo symmetry), assuming path integral is defined jointly with it
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relational strategy:

Relational observables: “functions on reference fields”
Rovelli ‘90s+     [related ideas DeWitt ‘60s; Bargmann & Komar 90’s]

All measurements in real world relational: 

Premise: no external reference, all reference systems/frames are internal and physical

How do we describe physics relative to dynamical reference systems?
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what is a reference system?  
As non-invariant/asymmetric under gauge symmetries as possible  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(want to parametrize orbits with dynamical reference DoFs)

 reference DoFs are gauge DoFs⇒

Hoehn, '00s
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yes, wrt manifold, because manifold is not spacetime

only "global" ones? 
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like for other field theories, and in fact much worse for a number of reasons (see later), construction is purely 
formal, and needs to be made rigorous (by one of the strategies we outlined for ordinary field theories)

key issues: • functional measure

• implementation of diffeomorphism symmetry

• .....

useful to identify formal resolution of general issues, in this context, before attempting rigorous construction

in particular, we would like to identify properties required for solid connection to canonical formulation 
(role of constraints and implementation of diffeo symmetry), assuming path integral is defined jointly with it

points to clarify (in analogy with relativistic particle): various definitions of "transition amplitudes", 
classes of paths to be integrated over, composition laws, ... 

points, coordinates, trajectories on manifold are “useful fictions” representing physical frames (clocks and rods) in 
the limit in which their physical properties (energy, interactions, …) are negligible

ideally, spacetime physics should only be expressed in terms of such relational quantities



simplest example: parametrized pendulum

classical single 1d pendulum

physical quantities: (value of some clock)pendulum position as function of physical time
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Q(T )=

dynamics:
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Q(T ) = A sin (! T + �)general solution:

true physical system is pendulum + clock physics is in the relation Q(T)

Q and T can be measured (partial observables); what can be predicted is only Q(T) (complete observable)

parametrized classical single 1d pendulum

turn dynamical variables into functions of new "time parameter" (i.e. scalar fields in d=1):
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+ invariance (covariance of equations) under 1d diffeos:
<latexit sha1_base64="Lgg1QhGoC5HCTWZ1fjTfXDdMpig=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL4tFqJeSiKLHohePFewHNKFstpt26WYTdidKKfXiX/HiQRGv/gtv/hs3bQ7a+mDg8d4MM/OCRHANjvNtFZaWV1bXiuuljc2t7R17d6+p41RR1qCxiFU7IJoJLlkDOAjWThQjUSBYKxheZ37rninNY3kHo4T5EelLHnJKwEhd+8ADkmJP8f4AiFLxAw4rmXTStctO1ZkCLxI3J2WUo961v7xeTNOISaCCaN1xnQT8MVHAqWCTkpdqlhA6JH3WMVSSiGl/PP1ggo+N0sNhrExJwFP198SYRFqPosB0RgQGet7LxP+8TgrhpT/mMkmBSTpbFKYCQ4yzOHCPK0ZBjAwhVHFzK6YDoggFE1rJhODOv7xImqdV97zq3J6Va1d5HEV0iI5QBbnoAtXQDaqjBqLoET2jV/RmPVkv1rv1MWstWPnMPvoD6/MH5wyWhw==</latexit>

⌧ ! f(⌧)

only diffeo-invariant observable, evaluated on solutions on the dynamics, is:
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Q(T ) = A sin (! T + �)

1d manifold not physical

diffeomorphism invariance indicates what is physical and what is not
only Q(T) (complete observable) can be predicted - Q and T are only "physical" in relational sense
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<latexit sha1_base64="K3Ab1cT94xD5/Ph9f7yTnNLFuOE=">AAACGHicbZC7TsMwFIYdrqXcAowsFhVSWUqCQDAWWBiLRC9SE0WO67ZWHSf1paKK+hgsvAoLAwixduNtcNsMpeWXLP3+zjmyzx8mjErlOD/Wyura+sZmbiu/vbO7t28fHNZkrAUmVRyzWDRCJAmjnFQVVYw0EkFQFDJSD3v3k3p9QISkMX9Sw4T4Eepw2qYYKYMC+7wTpF6kPa5Hxecz6PX7GrXgbWDY3N0bIJF0qSGBXXBKzlRw2biZKYBMlcAee60Y64hwhRmSsuk6ifJTJBTFjIzynpYkQbiHOqRpLEcRkX46XWwETw1pwXYszOEKTun8RIoiKYdRaDojpLpysTaB/9WaWrVv/JTyRCvC8eyhtmZQxXCSEmxRQbBiQ2MQFtT8FeIuEggrk2XehOAurrxsahcl96rkPF4WyndZHDlwDE5AEbjgGpTBA6iAKsDgBbyBD/BpvVrv1pf1PWtdsbKZI/BH1vgXVU+fTw==</latexit>

gµ⌫(x) Aµ(x) '(x)relational perspective: physics is in the relations between dynamical fields

(complete, Dirac) observables = correlations on superspace (space of fields)



general point: physics is on superspace (space of field configurations), not manifold (only auxiliary structure)

difficult to express/extract it in general QG case

things much simpler in cosmological context

restriction to global features of universe: (approximately) homogeneous fields

example: flat Friedmann universe (homogeneous, isotropic)

dynamical variables = scale factor (universe volume) and massless scalar field

• flat FLRW cosmology of a scalar field: This model contains two dynamical fields �a =

{a,'}. The former plays the role of the scale factor in the metric

ds2 = �N2(t)dt2 + a2(t)�abdx
adxb (1.5)

while the second dynamical field corresponds to an homogeneous scalar field coupled to this

metric.

• Schwarzschild mechanics: The geometry contains two dynamical fields denoted �a =

{A,B} and the line element reads

ds2 = ✏

✓
�N2(t)dt2 +

dy2

A2(t)

◆
+ L2

sB
2(t)

�
d✓2 + sin2 ✓d�2

�
(1.6)

This geometry describes both the interior and the exterior of the black hole. When ✏ = +1,

the coordinate t is timelike and labels spacelike hypersurface foliating the black hole interior,

while for ✏ = �1, it is spacelike and it labels the time-like foliation of the exterior region, thus

playing the role of the radius.

• Bianchi I cosmology: Finally, the third model corresponds to the simplest anisotropic

cosmology. It contains four dynamical fields �a = {↵,�, �,'}. The first three enters in the

metric as

ds2 = �N2(t)dt2 + ↵2(t)dx2 + �2(t)dy2 + �(t)dz2 (1.7)

while the last one plays the role an homogeneous scalar matter field.

On top of being physically relevant gravitational models, in cosmology and astrophysics, these

systems have rather generic mathematical properties. Both flat FLRW cosmology and Bianchi

I cosmologies are free systems, with a vanishing potential and a conformally flat super-metric.

Schwarzschild mechanics is then the typical example of a two-dimensional field space, thus with a

conformally flat super-metric, but with a non-vanishing potential.

For free systems with vanishing potential, the mini-superspace action reads:

S[N,�a, �̇a; t] = c`P

Z
dt


1

2N
gab(�)�̇

a�̇b

�
. (1.8)

This is simply a geodesic Lagrangian: the equations of motion impose that the space-time metric

components �a follow a null geodesic in field space provided with the super-metric gab. The fact

that we must consider null geodesics is imposed by the equation of motion with respect to lapse

variations. Symmetries of the theory will then map the set of null geodesics in field space onto

itself.

For general mini-superspaces with non-vanishing potential, one can absorb the potential into a

field-dependent redefinition of the lapse by defining a proper time coordinate:

d⌘ ⌘ NV (�) dt . (1.9)
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massless scalar field. This is given by [57]

S =
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Z
dtN
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�

4⇡G

3

�̇2

N2

!
,

where � is the massless scalar field, a dot denotes a
derivative with respect to t and V0 is the fiducial coordi-
nate volume (so that V ⌘ V0a3). The constraint obtained
from an Hamiltonian analysis of the above action is given
by

C = �
3

8⇡G
NVH2 +

N⇡2
�

2V
= 0 . (C1)

Together with the Poisson brackets {H,V } = 4⇡G and
{�,⇡�} = 1, the above constraint implies that the equa-
tion of motion for the massless scalar field is given by

d�

dt
= {�, C} =

N⇡�

V
,

The dynamics of V is instead given by

dV

d�
= {V, C} = 3NV ,

and by using the massles sclar field equation into the
equation for V we obtain
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3V

dV
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⌘

✓
V 0

3V

◆2

=
4⇡G

3
. (C2)

By deriving this equation with respect to �, we find in-
stead

V 00

V
=

✓
V 0

V

◆2

= 12⇡G . (C3)

These are the relational equations for a spatially flat
FRW spacetime.
Gauge fixing Let us now perform a gauge fixing,

choosing � as our time, i.e., choosing N = V �̇/⇡�. In
this way, we obtain

S = �
3
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Z
dt�̇

V 2
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◆
. (C4)

The equations of motion generated by this action are
easily obtained by writing H = V 0/(3V ), and they are
given by

V 00

V
=

(V 0)2

V 2
,

which is the second Friedmann equation, and which gives
indeed the correct dynamics. The Hamiltonian obtained
from the above Lagrangian, therefore, can be written im-
mediately as

Hrel = �
3⇡�

8⇡G
H

2 , (C5)

neglecting irrelevant constants.
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where � is the massless scalar field, a dot denotes a
derivative with respect to t and V0 is the fiducial coordi-
nate volume (so that V ⌘ V0a3). The constraint obtained
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can be fully deparametrized to give relational evolution:

only relational observable
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where � is the massless scalar field, a dot denotes a
derivative with respect to t and V0 is the fiducial coordi-
nate volume (so that V ⌘ V0a3). The constraint obtained
from an Hamiltonian analysis of the above action is given
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this way, we obtain

S = �
3

8⇡G

Z
dt�̇

V 2

⇡�

 
H2⇡2

�

V 2�̇2
�

4⇡G

3

�̇2⇡2
�

V 2�̇2

!

= �
3⇡�

8⇡G

Z
d�

✓
H

2
�

4⇡G

3

◆
. (C4)

The equations of motion generated by this action are
easily obtained by writing H = V 0/(3V ), and they are
given by
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configuration space is 2d flat manifold
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no manifold appears



general point: physics is on superspace (space of field configurations), not manifold (only auxiliary structure)

difficult to express/extract it in general QG case

summary

do not expect to find manifold etc neither at fundamental QG level, nor in its effective description

to identify "spacetime = manifold" or "spacetime physics = physics on manifold" is approximation at best 

(corresponds to case in which set of four scalar fields behave like test fields covering 
manifold, and can be used as coordinates for manifold points)

Note: physics may be different with respect to different PHYSICAL reference frames!

things much simpler in cosmological context

restriction to global features of universe: (approximately) homogeneous fields

example: flat Friedmann universe (homogeneous, isotropic)

dynamical variables = scale factor (universe volume) and massless scalar field

• flat FLRW cosmology of a scalar field: This model contains two dynamical fields �a =

{a,'}. The former plays the role of the scale factor in the metric

ds2 = �N2(t)dt2 + a2(t)�abdx
adxb (1.5)

while the second dynamical field corresponds to an homogeneous scalar field coupled to this

metric.

• Schwarzschild mechanics: The geometry contains two dynamical fields denoted �a =

{A,B} and the line element reads

ds2 = ✏

✓
�N2(t)dt2 +

dy2

A2(t)
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This geometry describes both the interior and the exterior of the black hole. When ✏ = +1,

the coordinate t is timelike and labels spacelike hypersurface foliating the black hole interior,

while for ✏ = �1, it is spacelike and it labels the time-like foliation of the exterior region, thus

playing the role of the radius.

• Bianchi I cosmology: Finally, the third model corresponds to the simplest anisotropic

cosmology. It contains four dynamical fields �a = {↵,�, �,'}. The first three enters in the

metric as
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On top of being physically relevant gravitational models, in cosmology and astrophysics, these
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I cosmologies are free systems, with a vanishing potential and a conformally flat super-metric.

Schwarzschild mechanics is then the typical example of a two-dimensional field space, thus with a
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This is simply a geodesic Lagrangian: the equations of motion impose that the space-time metric

components �a follow a null geodesic in field space provided with the super-metric gab. The fact

that we must consider null geodesics is imposed by the equation of motion with respect to lapse

variations. Symmetries of the theory will then map the set of null geodesics in field space onto

itself.

For general mini-superspaces with non-vanishing potential, one can absorb the potential into a

field-dependent redefinition of the lapse by defining a proper time coordinate:

d⌘ ⌘ NV (�) dt . (1.9)
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massless scalar field. This is given by [57]
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where � is the massless scalar field, a dot denotes a
derivative with respect to t and V0 is the fiducial coordi-
nate volume (so that V ⌘ V0a3). The constraint obtained
from an Hamiltonian analysis of the above action is given
by
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Together with the Poisson brackets {H,V } = 4⇡G and
{�,⇡�} = 1, the above constraint implies that the equa-
tion of motion for the massless scalar field is given by
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The dynamics of V is instead given by
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and by using the massles sclar field equation into the
equation for V we obtain
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By deriving this equation with respect to �, we find in-
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These are the relational equations for a spatially flat
FRW spacetime.
Gauge fixing Let us now perform a gauge fixing,

choosing � as our time, i.e., choosing N = V �̇/⇡�. In
this way, we obtain
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The equations of motion generated by this action are
easily obtained by writing H = V 0/(3V ), and they are
given by

V 00

V
=

(V 0)2

V 2
,

which is the second Friedmann equation, and which gives
indeed the correct dynamics. The Hamiltonian obtained
from the above Lagrangian, therefore, can be written im-
mediately as

Hrel = �
3⇡�

8⇡G
H

2 , (C5)

neglecting irrelevant constants.

[1] Domenico Giulini. Some remarks on the notions of gen-
eral covariance and background independence, volume
721, pages 105–120. 2007.

[2] Carlo Rovelli. Quantum gravity. Cambridge Monographs
on Mathematical Physics. Univ. Pr., Cambridge, UK,
2004.

[3] Thomas Thiemann. Modern Canonical Quantum Gen-
eral Relativity. Cambridge Monographs on Mathematical
Physics. Cambridge University Press, 2007.

[4] Richard L. Arnowitt, Stanley Deser, and Charles W. Mis-
ner. The Dynamics of general relativity. Gen. Rel. Grav.,
40:1997–2027, 2008.
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where � is the massless scalar field, a dot denotes a
derivative with respect to t and V0 is the fiducial coordi-
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easily obtained by writing H = V 0/(3V ), and they are
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physical frames and physical covariance: observer matters

spacetime physics is "fields (values) in relation to fields (values)"

Lessons:



The Quantum Gravity problem 



starting point: conceptual, physical, mathematical clash

spacetime (geometry) is a dynamical entity itself

there are no preferred temporal (or spatial) directions

physical systems are local and locally interacting

everything (incl. spacetime) evolves deterministically

all dynamical fields are continuous entities

every property of physical systems (incl. spacetime) and of their 
interactions can be precisely determined, in principle

spacetime is fixed background for fields’ dynamics

evolution is unitary (conserved probabilities) with respect 
to a given (preferred) temporal direction   

nothing can be perfectly localised

everything evolves probabilistically

interaction and matter fields are made of “quanta” 

every property of physical systems and their interactions 
is intrinsically uncertain, in general

GR QFT

framework and ingredients of GR are incompatible with what we learned from Quantum Mechanics

•  in fact, no proper understanding of interaction of geometry with quantum matter, if gravity is not quantized

fermionic fields are added, one must generalize GR to the Einstein–Cartan
theory or to the Poincaré gauge theory, because spin is the source of torsion,
a geometric quantity that is identically zero in GR (see e.g. Gronwald and
Hehl 1996).

As one recognizes from (2), these equations can no longer have exactly the
same form if the quantum nature of the fields in Tµν is taken into account. For
then we have operators in Hilbert space on the right-hand side and classical
functions on the left-hand side. A straightforward generalization would be
to replace Tµν by its quantum expectation value,

Rµν −
1

2
gµνR + Λgµν =

8πG

c4
⟨Ψ|T̂µν |Ψ⟩. (4)

These ‘semiclassical Einstein equations’ lead to problems when viewed as
exact equations at the most fundamental level, cf. Carlip (2008) and the
references therein. They spoil the linearity of quantum theory and even
seem to be in conflict with a performed experiment (Page and Geilker 1981).
They may nevertheless be of some value in an approximate way. Independent
of the problems with (4), one can try to test them in a simple setting such as
the Schrödinger–Newton equation; it seems, however, that such a test is not
realisable in the foreseeable future (Giulini and Grossardt 2011). This poses
the question of the connection between gravity and quantum theory (Kiefer
2012).

Despite its name, quantum theory is not a particular theory for a partic-
ular interaction. It is rather a general framework for physical theories, whose
fundamental concepts have so far exhibited an amazing universality. Despite
the ongoing discussion about its interpretational foundations (which we shall
address in the last section), the concepts of states in Hilbert space, and in
particular the superposition principle, have successfully passed thousands of
experimental tests.

It is, in fact, the superposition principle that points towards the need for
quantizing gravity. In the 1957 Chapel Hill Conference, Richard Feynman
gave the following argument (DeWitt and Rickles 2011, pp. 250–60), see also
Zeh (2011). He considers a Stern–Gerlach type of experiment in which two
spin-1/2 particles are put into a superposition of spin up and spin down and
is guided to two counters. He then imagines a connection of the counters to a
ball of macroscopic dimensions. The superposition of the particles is thereby
transferred to a superposition of the ball being simultaneously at two posi-
tions. But this means that the ball’s gravitational field is in a superposition,
too! In Feynman’s own words (DeWitt and Rickles 2011, p. 251):

Now, how do we analyze this experiment according to quantum
mechanics? We have an amplitude that the ball is up, and an

2

not a consistent fundamental theory
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• spacetime singularities: breakdown of GR for strong gravitational fields/large energy densities - inevitable in classical GR
center of black holes, big bang - quantum effects expected to be important

summary of physical issues

• cosmological scenarios for the early universe need QG completion
why a close to homogeneous and isotropic universe? 

why an approximately scale invariant power spectrum? 

what happens "at" the Big Bang?

R. Brandenberger, ’10, ’11, ’14 

Inflation • what produces inflation? 
• physics of trans-Planckian modes (for long inflation)?
• inflation too close to Planck regime?
• inflationary spacetime still contains singularity

Bouncing cosmology • new physics needed to describe/justify cosmological bounce

Emergent universe 
(pre-big bang static phase)

• static phase and phase transition require new physics 



new QG dofs? primordial 
(quantum) black holes?

summary of physical issues

new type of matter?

cosmological constant? 

new QG dof?

why doesn't it gravitate?

modified gravity?

spacetime microstructure?

violation of unitarity? locality? .....

why holographic entropy?

all require QG



Dark Matter new QG dofs? primordial 
(quantum) black holes?

summary of physical issues

new type of matter?

cosmological constant? 

new QG dof?

why doesn't it gravitate?

modified gravity?

spacetime microstructure?

violation of unitarity? locality? .....

why holographic entropy?

all require QG



Dark Matter • new type of matter, not interacting with EM field (thus not 
visible), and non-standard in other ways
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The QG problem
spacetime and geometry (and matter) should become "quantum" physical systems themselves

full non-perturbative quantum theory of gravitational field (not just perturbations around spacetime background)

technical challenges

canonical: covariant:

Hilbert space of physical (diffeo-invariant) 
quantum geometries (incl. scalar product) 

algebra of observables (distances, curvature, volumes, ...)

semiclassical approximation

non-perturbative QG path integral 
(sum-over-geometries), incl. measure

predicted phenomenology? guidance from observations?

| spatial geometry > =  

= | spatial distances, curvature, volumes, ... >
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already classical GR is very mathematically involved
simple perturbative methods fail, non-perturbative methods nightmare

why difficult?



The QG problem
spacetime and geometry (and matter) should become "quantum" physical systems themselves

full non-perturbative quantum theory of gravitational field (not just perturbations around spacetime background)

conceptual challenges
fluctuating geometry/causal structure, entanglement, .... 

thinking without fixed background spacetime/geometry

diffeo-invariance, spacetime 
observables, relational strategy, 
but fully quantum!

quantum clocks and rods

technical challenges

canonical: covariant:

Hilbert space of physical (diffeo-invariant) 
quantum geometries (incl. scalar product) 

algebra of observables (distances, curvature, volumes, ...)

semiclassical approximation

non-perturbative QG path integral 
(sum-over-geometries), incl. measure

predicted phenomenology? guidance from observations?

| spatial geometry > =  
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The emergent spacetime scenario



Is spacetime emergent?

suggestions that spacetime and geometry are not fundamental but emergent, collective entities

• Einstein’s equations as equation of state
GR dynamics is effective equation of state for any microscopic dofs collectively 

described by a spacetime, a metric and some matter fields
• entanglement ~ geometry

geometric quantities defined by quantum (information) notions (examples 
from AdS/CFT, and various quantum many-body systems)

•      black hole information paradox some fundamental principle has to go: locality?

•    challenges to “localization” in semi-classical GR    

•      spacetime singularities in GR

•      black hole thermodynamics

minimal length scenarios

breakdown of continuum itself?

space itself is a thermodynamic system

• many suggestions and results from several QG approaches (string theory, LQG, causal sets, ...)

new (quantum) dofs?

discrete structures?

which "dynamics"?



Quantum gravity problem reloaded

quantum theory of "new" non-spatiotemporal entities

continuum spacetime and geometric quantum observables 
reconstructed from collective quantum dynamics of 
"atoms of space"

• all GR structures and dynamics are to be approximately obtained (in relational language) at effective level

• not just emergent gravity; flat spacetime itself would be emergent, highly excited, collective state of "QG atoms"
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quantum spacetime as a (background-independent) quantum many-body system

extraction of spacetime and cosmology similar to typical problem in condensed matter theory 
(from atoms to macroscopic effective continuum physics)



further issues and possibilities open up in "emergent spacetime" scenarios

besides quantum effects of spacetime, we will have collective effects of "spacetime constituents"

which may manifest in new (or newly explained) spacetime features

main conceptual point:

the Bronstein cube …..

corresponds to traditional 
view of QG = quantum GR
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but if fundamental d.o.f.s are not smooth spacetimes (geometries) ……

the Bronstein hypercube of Quantum Gravity

N-direction is where emergent behaviour takes place: 
“More is different”

adding a new direction to our understanding of the world….
…. understanding the collective physics of many QG d.o.f.s





space and time may not be fundamental 

physics may not be "fields (values) in relation to fields (values)" 

some other structures/entities may replace continuum fields 
at more fundamental level

Key point:



A proviso: 

Quantum Gravity landscape 
is rich and diverse



String Theory

Non-commutative geometry

Causal Dynamical Triangulations

Tensor Models

SupergravityLoop Quantum Gravity

Group Field Theory

Asymptotic SafetyCausal Sets

Simplicial Quantum Gravity

Spin Foam models

AdS/CFT correspondence

Quantum Gravity landscape is rich and diverse

great variety; many mutual relations; many shared issues; mostly same goals
all approaches incomplete, missing parts (and achievements) depend on chosen strategy

a bird's eye view

analogue gravity QG phenomenology

QG and quantum foundations

QG and QI



several sub-communities

with sometimes difficult relationships

very differently-sized communities - strings ~ O(1000) , LQG ~ O(100) , others ~ O(10)

different historical roots of different communities:  

some in particle physics tradition, others more in GR tradition; some more mathematical, others more physics-oriented

but counting is very ambiguous, because boundaries are not sharp, and actual research directions very diverse

communication difficult because of different languages, and different definitions of and perspectives on QG problem

scarce resources do not help 

Quantum Gravity landscape is rich and diverse



A proviso: 

Quantum Gravity landscape 
is rich and diverse 

here, just one example.....



Example: 

Tensorial Group Field Theories 
for Quantum Gravity 

(here, quantum geometric models)



GFTs: basics

atoms of space ~ quantum 3-simplices with extra scalar dofs

X

• geometric variables: triangle vectors ~ su(2) Lie algebra elements
b b

b

b

1

2

3

4

N

b b

b

b

1

2

3

4

N

Ai nI
i = bI

i 2 R3,1 bi · N = 0
X

i

bi = 0

normal vector to 3d hypersurface4 triangle vectors (with modulus equal to area)

all vectors lie in same hypersurface 
(spacelike if normal is timeline)

triangle vectors close 
(triangles form closed 3-cell)thus vectors are effectively
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bi 2 R3

su(2) ' R3identified with Lie algebra elements

• observables: e.g. triangle areas,  volume
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Ai = |bi| become operators:
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4d case - specific class of models
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V =
1

6

q
~b1 · ~b2 ⇥ ~b3
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~bi ! ~̂Ji

Hilbert space of 
quantum tetrahedron

quantum geometric operators 
act on this Hilbert space:

n4

j2

n2

j1
n1

j3
n3

j4
Ț

diagonalises area operator

diagonalises volume operator

phase space of classical geometries of a simplex

௜ܮ
ȭ௜ܮ௜=0

quantization

closure relation

spin network vertex

j = spin labelling irrep of SU(2)

Building block of quantum space as a spin network vertex:

(different perspective: spin networks from canonical quantization of GR in first order variables)

3D Euclidian space

SPIN NETWORK FORMALISM FOR QUANTUM SPACETIME

88

spin network vertex ~ quantum tetrahedron

n4

j2

n2

j1
n1

j3
n3

j4
Ț

diagonalises area operator

diagonalises volume operator

phase space of classical geometries of a simplex

௜ܮ
ȭ௜ܮ௜=0

quantization

closure relation

spin network vertex

j = spin labelling irrep of SU(2)

Building block of quantum space as a spin network vertex:

(different perspective: spin networks from canonical quantization of GR in first order variables)

3D Euclidian space

SPIN NETWORK FORMALISM FOR QUANTUM SPACETIME

88
n4

j2

n2

j1
n1

j3
n3

j4
Ț

diagonalises area operator

diagonalises volume operator

phase space of classical geometries of a simplex

௜ܮ
ȭ௜ܮ௜=0

quantization

closure relation

spin network vertex

j = spin labelling irrep of SU(2)

Building block of quantum space as a spin network vertex:

(different perspective: spin networks from canonical quantization of GR in first order variables)

3D Euclidian space

SPIN NETWORK FORMALISM FOR QUANTUM SPACETIME

88

(in terms of SU(2) irreps)

+ scalar dofs
<latexit sha1_base64="FBBBbaPKOBL3EPYyGp20k1YfgrI=">AAACHXicbVDLSsNAFJ34rPUVdelmsAh1E5JSH8uiGxcuqtgHNLFMppN26GQSZiZCCf0RN/6KGxeKuHAj/o2TNqC2HrhwOOde7r3HjxmVyra/jIXFpeWV1cJacX1jc2vb3NltyigRmDRwxCLR9pEkjHLSUFQx0o4FQaHPSMsfXmR+654ISSN+q0Yx8ULU5zSgGCktdc2qGykaEgmv7iqw7IZIDXw/vRlDdypblpWzH++oa5Zsy54AzhMnJyWQo941P9xehJOQcIUZkrLj2LHyUiQUxYyMi24iSYzwEPVJR1OO9EIvnXw3hoda6cEgErq4ghP190SKQilHoa87sxPlrJeJ/3mdRAVnXkp5nCjC8XRRkDCoIphFBXtUEKzYSBOEBdW3QjxAAmGlAy3qEJzZl+dJs2I5J9bxdbVUO8/jKIB9cADKwAGnoAYuQR00AAYP4Am8gFfj0Xg23oz3aeuCkc/sgT8wPr8BzQahJQ==</latexit>

⌦L2(R⇥ ...⇥ R)

4d case - specific class of models



GFTs: basics 4d case - specific class of models

• equivalent representation:
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 (g1, ..., g4) =  (g1h, ..., g4h) =
X

{ji,mi;I}

 j1...j4;I
m1...m4

Dj1
m1n1

(g1)...D
j4
m4n4

(g4)C
j1...j4I
n1...n4

thus
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L2(SU(2)4/SU(2)) (quantum geometry dofs)



GFTs: basics 4d case - specific class of models
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(g1)...D
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L2(SU(2)4/SU(2)) (quantum geometry dofs)

• Fock space

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1
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where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g
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I)⇧(g
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Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:
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We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find
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d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1
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Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)
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to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
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⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
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) = 0 . (23)
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to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
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leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
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⇥
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�⇧̂(gI)
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Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:
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We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1

V=0 sym

n⇣
H(1)

v ⌦H(2)
v ⌦ · · ·⌦H(V )

v

⌘o
, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):

h
'̂(~g) , '̂†(~g0)

i
= IG(~g,~g0)

⇥
'̂(~g) , '̂(~g0)

⇤
=

h
'̂
†(~g) , '̂†(~g0)

i
= 0 (3)

where IG(~g,~g0) ⌘
Qd

i=1 �(gi(g
0

i)
�1), and we used the notation ~g = (g1, .., gd).

In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4

�
, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
�
'̂, '̂

†
�
.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:
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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1

V=0 sym

n⇣
H(1)

v ⌦H(2)
v ⌦ · · ·⌦H(V )

v

⌘o
, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):

h
'̂(~g) , '̂†(~g0)

i
= IG(~g,~g0)

⇥
'̂(~g) , '̂(~g0)

⇤
=

h
'̂
†(~g) , '̂†(~g0)

i
= 0 (3)

where IG(~g,~g0) ⌘
Qd

i=1 �(gi(g
0

i)
�1), and we used the notation ~g = (g1, .., gd).

In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4

�
, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
�
'̂, '̂

†
�
.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:
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• GFT field operators (creating/annihilating tetrahedra):
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Clearly, if one wants to introduce more (say n) than one minimally coupled massless

scalar field, the group field operator becomes '̂(gI ,�a) ⌘ '̂(gI ,�1, . . . ,�n), with a =

1, . . . , n. Of course, the commutation relation in (2.6a) has to be changed consistently, so

that h
'̂(gI ,�

a), '̂†
�
hI , (�

0)a
�i

= IG(gI , hI)�(n)
�
�a � (�0)a

�
. (2.13)

Importantly, this change on the kinematic structure of the Fock space is reflected also in

the second quantized operators, which now involve integrals over all the possible values of

�a 2 Rn. For instance, the number operator reads

N̂ =

Z
dn�

Z
dgI '̂

†(gI ,�
a)'̂(gI ,�

a) . (2.14a)

A crucial quantity for describing cosmological geometries is the volume operator

V̂ =

Z
dn�

Z
dgI dg

0

I '̂
†(gI ,�

a)V (gI , g
0

I)'̂(g
0

I ,�
a) , (2.14b)

whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-

erator in the group representation5.

The presence of “pre-matter” data allows for the construction of a set of observables

naturally related to them, through polynomials and derivatives with respect to �a for each

a = 1, . . . , n. In particular, the two fundamental, self-adjoint ones that can be obtained in

this way are the “scalar field operator” and the “momentum operator” [53]:

X̂b ⌘
Z

dn�

Z
dgI �

b'̂†(gI ,�
a)'̂(gI ,�

a) , (2.14c)

⇧̂b =
1

i

Z
dn�

Z
dgI


'̂†(gI ,�

a)

✓
@

@�b
'̂(gI ,�

a)

◆�
, (2.14d)

whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.

2.2 Continuum geometries, e↵ective relationality and GFT condensates

In order to describe the relational evolution of cosmological small inhomogeneities, one

necessary step is to identify a class of quantum states which admit some “proto-geometric”

interpretation in terms of approximate continuum geometries. This allows to define an

e↵ective notion of relational evolution, whose general definition in a “pre-geometric” sector

of an emergent quantum gravity theory (such as a GFT) is instead technically and concep-

tually very complicated [18], as we have discussed in Section 1. Such “proto-geometric”

states are expected to be the result of some form of coarse-graining over the fundamental,

microscopic degrees of freedom, and thus to show some form of collective behavior. In a

sense, they are associated to a hydrodynamic description of the underlying quantum grav-

ity model. The simplest form of such collective behavior is shown by coherent (or, more

5Such an operator is diagonal in the spin representation, with eigenvalues ⇠ j3/2 for the EPRL-like

model we are considering here and ⇠ ⇢3/2 for the extended BC model.
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• equivalent representation:
<latexit sha1_base64="giuTfK27mZTCd4a8o0m88uyPV0M=">AAACwHicbZFda9swFIZl76Nd95V2l7sRC4MUgrE70xZKoUt3sd5lsLSFOBOyIsdqJdmV5EFm/I/2h/ZjBpOUDNZ0AsOr5311jnyU15xpE8e/gvDR4ydPt7af7Tx/8fLV697u3qWuGkXohFS8Utc51pQzSSeGGU6va0WxyDm9ym/PnX/1nSrNKvnVLGs6E3ghWcEINhah3s9srNlggZJhFEXDBUr34Sn8y2A5hA5Dy2HpHd0I1GbtDWJDgdjJRdZ1Pv7NosSFb1B6ctGhVqDE7gRKO/jJmysmrXCl963peep5Kq0Y+PbnPr2qBF0l6XcugHr9OIr9gg9FshZ9sF5j1PudzSvSCCoN4VjraRLXZtZiZRjhtNvJGk1rTG7xgk6tlFhQPWv9VDv43pI5LCplP2mgp/+eaLHQeilymxTYlHrTc/B/3rQxxfGsZbJuDJVk1ahoODQVdE8E50xRYvjSCkwUs3eFpMQKE2MfcrOLu5u+9yet66h0od28ks3pPBSXB1FyGH34kvbPRuvJbYO34B0YgAQcgTPwGYzBBJBgLzgOPgajcBSWYRXeraJhsD7zBtxb4Y8/oHrSNA==</latexit>

 (g1, ..., g4) =  (g1h, ..., g4h) =
X

{ji,mi;I}

 j1...j4;I
m1...m4

Dj1
m1n1

(g1)...D
j4
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• discrete (collective) quantum geometric observables
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0
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Ji
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• Fock space

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
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) = 0 . (23)
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:
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We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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I )⇤(gIg
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) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
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⇥
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
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) = 0 . (23)
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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1

V=0 sym

n⇣
H(1)

v ⌦H(2)
v ⌦ · · ·⌦H(V )

v

⌘o
, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):

h
'̂(~g) , '̂†(~g0)

i
= IG(~g,~g0)

⇥
'̂(~g) , '̂(~g0)

⇤
=

h
'̂
†(~g) , '̂†(~g0)

i
= 0 (3)

where IG(~g,~g0) ⌘
Qd

i=1 �(gi(g
0

i)
�1), and we used the notation ~g = (g1, .., gd).

In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4

�
, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
�
'̂, '̂

†
�
.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1
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v ⌦ · · ·⌦H(V )

v
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, where sym indicates symmetrisation with respect to
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0
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�1), and we used the notation ~g = (g1, .., gd).
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quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
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• GFT field operators (creating/annihilating tetrahedra):
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Clearly, if one wants to introduce more (say n) than one minimally coupled massless

scalar field, the group field operator becomes '̂(gI ,�a) ⌘ '̂(gI ,�1, . . . ,�n), with a =

1, . . . , n. Of course, the commutation relation in (2.6a) has to be changed consistently, so

that h
'̂(gI ,�

a), '̂†
�
hI , (�

0)a
�i

= IG(gI , hI)�(n)
�
�a � (�0)a

�
. (2.13)

Importantly, this change on the kinematic structure of the Fock space is reflected also in

the second quantized operators, which now involve integrals over all the possible values of

�a 2 Rn. For instance, the number operator reads

N̂ =

Z
dn�

Z
dgI '̂

†(gI ,�
a)'̂(gI ,�

a) . (2.14a)

A crucial quantity for describing cosmological geometries is the volume operator

V̂ =

Z
dn�

Z
dgI dg

0

I '̂
†(gI ,�

a)V (gI , g
0

I)'̂(g
0

I ,�
a) , (2.14b)

whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-

erator in the group representation5.

The presence of “pre-matter” data allows for the construction of a set of observables

naturally related to them, through polynomials and derivatives with respect to �a for each

a = 1, . . . , n. In particular, the two fundamental, self-adjoint ones that can be obtained in

this way are the “scalar field operator” and the “momentum operator” [53]:

X̂b ⌘
Z

dn�

Z
dgI �

b'̂†(gI ,�
a)'̂(gI ,�

a) , (2.14c)

⇧̂b =
1

i

Z
dn�

Z
dgI


'̂†(gI ,�

a)

✓
@

@�b
'̂(gI ,�

a)

◆�
, (2.14d)

whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.

2.2 Continuum geometries, e↵ective relationality and GFT condensates

In order to describe the relational evolution of cosmological small inhomogeneities, one

necessary step is to identify a class of quantum states which admit some “proto-geometric”

interpretation in terms of approximate continuum geometries. This allows to define an

e↵ective notion of relational evolution, whose general definition in a “pre-geometric” sector

of an emergent quantum gravity theory (such as a GFT) is instead technically and concep-

tually very complicated [18], as we have discussed in Section 1. Such “proto-geometric”

states are expected to be the result of some form of coarse-graining over the fundamental,

microscopic degrees of freedom, and thus to show some form of collective behavior. In a

sense, they are associated to a hydrodynamic description of the underlying quantum grav-

ity model. The simplest form of such collective behavior is shown by coherent (or, more

5Such an operator is diagonal in the spin representation, with eigenvalues ⇠ j3/2 for the EPRL-like

model we are considering here and ⇠ ⇢3/2 for the extended BC model.
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GFTs: basics 4d case - specific class of models

• equivalent representation:
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 (g1, ..., g4) =  (g1h, ..., g4h) =
X

{ji,mi;I}

 j1...j4;I
m1...m4

Dj1
m1n1

(g1)...D
j4
m4n4

(g4)C
j1...j4I
n1...n4

thus
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L2(SU(2)4/SU(2)) (quantum geometry dofs)

• discrete (collective) quantum geometric observables

e.g. volume

The Bronstein hypercube of Quantum Gravity
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V̂tot =

Z
[dgi][dg

0
j ]'̂

†(gi)V (gi, g
0
j) '̂(g

0
j) =

X

Ji

'̂†(Ji)V (Ji) '̂(Jj) (1)

9

Spin networks = graphs dual to simplicial complexes

▪ edges carrying SU(2) spins

▪ open edges carrying SU(2) magnetic indices

▪ nodes carrying intertwiners (gauge invariant tensors)

As kinematical states, spin networks enter* various related QG approaches:

• Loop quantum gravity (canonical quantization of general relativity)

• Spin foam models (covariant LQG or gravity as generalized lattice gauge theory)

• Group field theory (quantum field theory for simplicial geometry)

*with different Hilbert space structures for graph superposition!

SPIN NETWORK FORMALISM FOR QUANTUM SPACETIME

SPIN NETWORK GRAPHSIMPLICIAL COMLEX

9

• maximal entanglement of "triangle dofs" ~ gluing of tetrahedra across triangle

entangled states ~ extended simplicial complexes

TGFT as a field theory of simplicial geometry

Gluing tetrahedra = discrete space connectivity = entanglement between “atoms of space”

LQG: space(time) from entangled states of quantum geometry

a

b

Entanglement of a Wilson line

in the Hilbert space decomposition the Wilson loop pure state reads

=
1p

2j + 1

2j+1X

c=1

hU |�1, j, a, ci hU |�2, j, c, bi
c

{|�, j, a, ci}, {|�, j, c, bi} orthonormal sets in H�1 , H�2

|�, j, a, bi = 1p
2j + 1

2j+1X

c=1

|�, j, a, ci ⌦ |�, j, c, bi

w/

define the reduced density matrix ⇢1 = Tr2[|�, j, a, bih�, j, a, b|]

S(�1) = �Tr[⇢1 log ⇢1] = log(2j + 1)

entanglement entropy of the wilson line

maximally mixed state

LQG structural level:

Donnelly 2012

gravity as a lattice gauge theory on a superposition of SU(2)/SL(2,C)  spin-network graphs 

diffeos compatible definition of entanglement: localisation 
and boundary charges — holographic dualities?

=> space geometry from pre-geometry, ent & coarse graining 

 (study of continuum limit) Girelli Livine 05, Livine Terno 2005-08

Charles Livine 2016, GC Mele, Vitale, Oriti

Delcamp Dittrich Riello, Geiller 16-17

Freidel Donnelly 16

Area law for entanglement entropy as a signature of good semiclassical behaviour:

Bianchi Guglielmon Hackll Yokomizo 16
 GC Rovelli Haggard Riello Ruggiero 14-15, Hamma Hung Marciano Zhang 15

Bianchi Myers 2012

 GC Anzà 16, Han et al. 16

=>

& BH entropy: Rovelli, Perez, de Lorenzo, Smerlak, Husain, Bodendorfer, 

Oriti, Pranzetti Sindoni … \infty

Dittrich, Bahr, Steinhaus, Martin-Benito...

Freidel Perez Pranzetti 16

-

-

Forming extended structures: gluing building blocks ——-> states on connected graphs/simplicial complexes

g

g

g

g

1

2

3

4

generic quantum state: collection of spin network vertices (incl. glued ones) or tetrahedra (incl. glued ones)

Quantization of Systems with Constraints
Two dynamical models for full LQG

Outlook and Work in Progress

Hamiltonian formulation of GR
Relational Formalism: Observables & Evolution

Basis of Hkin

Spin network functions [Ashtekar, Isham, Lewandowski, Rovelli, Smolin ’90]
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j12
j13

j14

j15

j16

j17

j18

j19

j20

j21

j22

j23

Kristina Giesel Dynamics of LQG

• the next task is to define a dynamics for such quantum states

• basic strategy is to encode in TGFT action the definition of (quantum) simplicial geometry of 4d cells 
in terms of data associated to their (boundary) 3d cells, in group-theoretic language

• Fock space

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
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�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg
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I
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) = 0 . (23)

•  simplest
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Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:
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d4g⇥ K̂(gI , g
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⇥
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
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I)⇧̂(g
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�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1

V=0 sym

n⇣
H(1)

v ⌦H(2)
v ⌦ · · ·⌦H(V )

v

⌘o
, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):

h
'̂(~g) , '̂†(~g0)

i
= IG(~g,~g0)

⇥
'̂(~g) , '̂(~g0)

⇤
=

h
'̂
†(~g) , '̂†(~g0)

i
= 0 (3)

where IG(~g,~g0) ⌘
Qd

i=1 �(gi(g
0

i)
�1), and we used the notation ~g = (g1, .., gd).

In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4

�
, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
�
'̂, '̂

†
�
.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:

O
 =(�,J

(ab)
(ij) ,◆i)

('̂†) =

0

@
Y

(i)

Z
[dgia]

1

A 
(�,J

(ab)
(ij) ,◆i)

(giag
�1
jb )

Y

i

'̂
†(gia), (4)
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• GFT field operators (creating/annihilating tetrahedra):
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Clearly, if one wants to introduce more (say n) than one minimally coupled massless

scalar field, the group field operator becomes '̂(gI ,�a) ⌘ '̂(gI ,�1, . . . ,�n), with a =

1, . . . , n. Of course, the commutation relation in (2.6a) has to be changed consistently, so

that h
'̂(gI ,�

a), '̂†
�
hI , (�

0)a
�i

= IG(gI , hI)�(n)
�
�a � (�0)a

�
. (2.13)

Importantly, this change on the kinematic structure of the Fock space is reflected also in

the second quantized operators, which now involve integrals over all the possible values of

�a 2 Rn. For instance, the number operator reads

N̂ =

Z
dn�

Z
dgI '̂

†(gI ,�
a)'̂(gI ,�

a) . (2.14a)

A crucial quantity for describing cosmological geometries is the volume operator

V̂ =

Z
dn�

Z
dgI dg

0

I '̂
†(gI ,�

a)V (gI , g
0

I)'̂(g
0

I ,�
a) , (2.14b)

whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-

erator in the group representation5.

The presence of “pre-matter” data allows for the construction of a set of observables

naturally related to them, through polynomials and derivatives with respect to �a for each

a = 1, . . . , n. In particular, the two fundamental, self-adjoint ones that can be obtained in

this way are the “scalar field operator” and the “momentum operator” [53]:

X̂b ⌘
Z

dn�

Z
dgI �

b'̂†(gI ,�
a)'̂(gI ,�

a) , (2.14c)

⇧̂b =
1

i

Z
dn�

Z
dgI


'̂†(gI ,�

a)

✓
@

@�b
'̂(gI ,�

a)

◆�
, (2.14d)

whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.

2.2 Continuum geometries, e↵ective relationality and GFT condensates

In order to describe the relational evolution of cosmological small inhomogeneities, one

necessary step is to identify a class of quantum states which admit some “proto-geometric”

interpretation in terms of approximate continuum geometries. This allows to define an

e↵ective notion of relational evolution, whose general definition in a “pre-geometric” sector

of an emergent quantum gravity theory (such as a GFT) is instead technically and concep-

tually very complicated [18], as we have discussed in Section 1. Such “proto-geometric”

states are expected to be the result of some form of coarse-graining over the fundamental,

microscopic degrees of freedom, and thus to show some form of collective behavior. In a

sense, they are associated to a hydrodynamic description of the underlying quantum grav-

ity model. The simplest form of such collective behavior is shown by coherent (or, more

5Such an operator is diagonal in the spin representation, with eigenvalues ⇠ j3/2 for the EPRL-like

model we are considering here and ⇠ ⇢3/2 for the extended BC model.
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QG states = entanglement networks of quantum geometric blocks

QG STATES AS BULK/BOUNDARY MAPS

Possible viewpoints for Tn1...nd :

n1...nd output

state T 2 H@N

a = {n1, ..., nk} input, b = {nk+1, ..., nd} output

map T : H(@N)a ! H(@N)b

Similarly,

GFT state |'�i 2 Hb ⌦H@� (specific assignment of edge spins!),

Hb =
VO

v=1

Inv

2

4
dO

i=1

Vjvi

3

5 bulk (set of intertwiners), H@� =
O

ev
i 2@�

Vjvi boundary

defines a bulk-to-boundary map:

M :Hb ! H@�

|⇣i ! M |⇣i = h⇣|'�i = |'@�(⇣)i
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algebraic data on graph

graph ~ pattern of entanglement across nodes

elementary quantum systems on nodes

structure shared by several QG formalisms (LQG, spin foams, lattice QG, TGFT)



GFTs: basics 4d case - specific class of models

GFT action = prescription for weights associated to building blocks of 4d lattice in sum over discrete geometries

dynamics of quantum atomic geometry
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Z
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Z
[dgia]'(gi1)....'(ḡiD)V(gia, ḡiD) + c.c.

Feynman diagrams = stranded diagrams dual to cellular complexes 
of arbitrary topology 

De Pietri, Petronio, '00; R. Gurau, '10; ...

labelled by group-theoretic data (group elements, group irreps, ...)

example: 3-simplices/4-tensors (4d) generalises to any dimension (rank of tensor)
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Figure 1: GFT propagator and vertex

2.2 Non-commutative Fourier transform and bivector formulation

The simplicial geometry encoded in the model (5) is best understood in a dual formulation,
coined ‘metric representation’ in [21], obtained by a group Fourier transform of the field. The
relevant Fourier transform here is the obvious extension of the non-commutative SO(3) Fourier
transform [33, 34, 35] to the group [SO(3)⇤ SO(3)]4:

⇤⇤(x1, · · · x4) :=
⇥

[dgi]4 ⇤(g1, · · · g4) eiTrx1g1 · · · eiTrx4g4 (7)

The variables xi belong to the Lie algebra so(4) = su(2) ⌅ su(2). The kernel of the Fourier
transform is a product of ‘plane waves’ Eg(x) = eiTrxg, where the trace Tr is defined in terms of
the usual trace of 2⇤ 2 matrices1 as Trxg=

�
± ⇥g±tr[x±g±] with ⇥g±=sign(trg±). Thus Eg(x)

is itself a product of two SO(3) plane waves eg±(x±) :=ei�g±trx±g± . The plane waves satisfy the
properties: ⇥

d6x Eg(x) = �(g), Eg-1(x) = Eg(�x) (8)

1Let ⇧j be i times the Pauli matrices, then tr⇧i⇧j =��ij . Given and SU(2) element u=e�nj⇥j parametrized by
the angle ⇤ ⇤ [0, ⌅] and the unit R3-vector ⌦n and a=aj⇧j in the algebra su(2), we thus have tr[au]=� sin ⇤⌦n · ⌦a.
Also ⇥u :=sign(tru)=sign(cos ⇤).
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GFTs: basics 4d case - specific class of models

TGFT models for QG coupled to scalar fields
basic guideline for model-building (choosing GFT action): 

GFT Feynman amplitudes = simplicial path integrals for gravity coupled to scalar fields

Y. Li, DO, M. Zhang, '17
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geometric coupling potential

various discretization & quantum ambiguities; important to capture continuum & classical limit

• continuum scalar field is 0-form - naturally discretized on vertices of triangulation or dual 
complex

• potential of scalar field is also localized at vertices of dual complex

• choose dual complex: discrete scalar field = real variable at each dual vertex (center of each 4-simplex)

• propagator (thus kinetic term) depends on difference between values at neighbouring 4-simplices - 
located on dual links

• coupling with discrete gravity requires: 

• dependence of scalar field action on discrete geometric data


• inclusion of dynamical amplitudes for geometric data, weighted by discrete Plebanski action

GFT action = prescription for weights associated to building blocks of 4d lattice in sum over discrete geometries

dynamics of quantum atomic geometry

Z =
Z
D'D' ei S�(',') =

X

�

�N�

sym(�)
A�

S(',') =
1
2

Z
[dgi]'(gi)K(gi)'(gi) +

�

D!

Z
[dgia]'(gi1)....'(ḡiD)V(gia, ḡiD) + c.c.

Feynman amplitudes (model-dependent) = convolution of propagation kernels 
with interaction kernels = sum over group-theoretic data (group elements, Lie 

algebra elements, group irreps) associated to complex dual to Feynman diagram

Reisenberger,Rovelli, ’00

A. Baratin, DO, ‘11

M. Finocchiaro, DO, '18

Feynman diagrams = stranded diagrams dual to cellular complexes 
of arbitrary topology 

De Pietri, Petronio, '00; R. Gurau, '10; ...

labelled by group-theoretic data (group elements, group irreps, ...)

• GFT Feynman amplitudes = lattice gravity path integrals (in group/algebra variables) 
on lattice dual to GFT Feynman diagram = spin foam models (in irreps variables)
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Quantum "transition amplitudes" for QG processes

• quantum dynamics: assignment of quantum amplitude to 
each possible process (directed graph ~ cellular complex)

• amplitude associated to whole complex):

Definition 2.6 (Spin foam model). A spin foam model is a quantum theory prescribed by the assignment
of a quadruple (Hp,MS,W,A) and defined by a partition function of the following form:

ZSF =
X

m2MS

W (m)A(m) (2.3)

Here Hp is the Hilbert space associated to each boundary patch of the atoms forming the molecule, A(m) is the
spin foam amplitude assigned to m by each given model and W (m) is a further weight factor in the sum over
all molecules. While A can be motivated, purely by considering the discretization and quantization of some
continuum (gravitational) theory the prescription for W (m) should come from a di↵erent line of reasoning.
For example, the GFT approach to spin foam models provides a field-theoretic prescription for both of them.

The quantum states for which spin foam models define probability amplitudes are associated to the boundary
graphs of spin foam molecules. The primary ingredient is the patch Hilbert space, denoted by Hp ⌘ Hv̄. One
can then associate an Hilbert space to each spin foam atom Ha and to each spin foam molecule Hm.

Ha = ⌦p2@aHp Hm = ⌦p2@mHp (2.4)

One might also want to define a single Hilbert space for a spin foam model, that would accomadate any possible
choice of boundary. This is indeed a crucial issue to tackle the continuum limit and relate the formalism to
canonical quantum gravity. From this point of view the simplest proposal is that of a (bosonic) Fock space.
This is a natural choice from a QFT/emergent-gravity perspective that sees quantum spacetime as a peculiar
quantum many-body system. Another possibility is to define a Hilbert space as the direct sum of all possible
graph Hilbert spaces. A third alternative is the one inspired by the canonical LQG construction based on the
imposition of cylindrical equivalence relations. A comprehensive discussion of these issues can be found in [51].
Let us now turn instead to the construction of the spin foam amplitudes themselves.

In order to specify the spinfoam amplitudes Am we need a set of operators defining maps between the various
boundary patches’ Hilbert spaces. The basic ones are the vertex and glueing operators.

Va : ⌦
p2@a

Hp �! Ha Va : ⌦
p2@a

Hp �! C (2.5)

Ke : Hp1 �! Hp2 Ke : Hp1 ⌦Hp2 �! C (2.6)

The associated functions Va and Ke, called the vertex and glueing kernels, give, when applied to any basis
in the Hilbert spaces Hp, the generalised ”matrix elements” of the corresponding operators. The general
formula of the spin foam amplitude for a generic molecule, depending on its combinatorial structure, i.e. the
connectivity pattern between spin foam atoms and their subcells, is given by:

A(m) = Trp2m

0

@
Y

e|m

Ke

Y

a2m

Va

1

A (2.7)

The trace is evaluated over a complete basis in each of the shared patch Hilbert spaces (producing the convo-
lution of the corresponding functions). Following the gluing pattern e↵ected by the gluing maps, one identifies
a closed cycle and thus a spin foam face associated to the same patch (for internal patches). Thus the final
spin foam amplitude can also be written in terms of individual contributions associated to the faces, edges and
vertices of the spin foam molecule. Last these amplitudes, together with an additional combinatorial factor,
can be recovered as the perturbative Feynman amplitudes of a Group field theory whose propagator and the
interaction kernels are the same gluing and vertex kernels of the corresponding (dual) spin foam model [9, 47].

3 Spin foam models for constrained BF theory.

Having given the general definitions, let us now focus on the class of gravitational or geometrical Riemannian
spin foam models arising from the Holst-Plebanski formulation of General Relativity in 4d [52]. From now on
we restric ourselves to simplicial structures. Extensions to the Lorentzian context and to arbitrary cellular
complexes can be found in the literature [1, 47, 48]. In this section, we emphatize and illustrate two points:
the construction ambiguities and the universal structure of the resulting amplitudes.
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(trace defined over complete basis in link Hilbert spaces

• full amplitude obtained from elementary operators (kernels):

Definition 2.6 (Spin foam model). A spin foam model is a quantum theory prescribed by the assignment
of a quadruple (Hp,MS,W,A) and defined by a partition function of the following form:

ZSF =
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Here Hp is the Hilbert space associated to each boundary patch of the atoms forming the molecule, A(m) is the
spin foam amplitude assigned to m by each given model and W (m) is a further weight factor in the sum over
all molecules. While A can be motivated, purely by considering the discretization and quantization of some
continuum (gravitational) theory the prescription for W (m) should come from a di↵erent line of reasoning.
For example, the GFT approach to spin foam models provides a field-theoretic prescription for both of them.

The quantum states for which spin foam models define probability amplitudes are associated to the boundary
graphs of spin foam molecules. The primary ingredient is the patch Hilbert space, denoted by Hp ⌘ Hv̄. One
can then associate an Hilbert space to each spin foam atom Ha and to each spin foam molecule Hm.

Ha = ⌦p2@aHp Hm = ⌦p2@mHp (2.4)

One might also want to define a single Hilbert space for a spin foam model, that would accomadate any possible
choice of boundary. This is indeed a crucial issue to tackle the continuum limit and relate the formalism to
canonical quantum gravity. From this point of view the simplest proposal is that of a (bosonic) Fock space.
This is a natural choice from a QFT/emergent-gravity perspective that sees quantum spacetime as a peculiar
quantum many-body system. Another possibility is to define a Hilbert space as the direct sum of all possible
graph Hilbert spaces. A third alternative is the one inspired by the canonical LQG construction based on the
imposition of cylindrical equivalence relations. A comprehensive discussion of these issues can be found in [51].
Let us now turn instead to the construction of the spin foam amplitudes themselves.

In order to specify the spinfoam amplitudes Am we need a set of operators defining maps between the various
boundary patches’ Hilbert spaces. The basic ones are the vertex and glueing operators.
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The associated functions Va and Ke, called the vertex and glueing kernels, give, when applied to any basis
in the Hilbert spaces Hp, the generalised ”matrix elements” of the corresponding operators. The general
formula of the spin foam amplitude for a generic molecule, depending on its combinatorial structure, i.e. the
connectivity pattern between spin foam atoms and their subcells, is given by:

A(m) = Trp2m
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The trace is evaluated over a complete basis in each of the shared patch Hilbert spaces (producing the convo-
lution of the corresponding functions). Following the gluing pattern e↵ected by the gluing maps, one identifies
a closed cycle and thus a spin foam face associated to the same patch (for internal patches). Thus the final
spin foam amplitude can also be written in terms of individual contributions associated to the faces, edges and
vertices of the spin foam molecule. Last these amplitudes, together with an additional combinatorial factor,
can be recovered as the perturbative Feynman amplitudes of a Group field theory whose propagator and the
interaction kernels are the same gluing and vertex kernels of the corresponding (dual) spin foam model [9, 47].

3 Spin foam models for constrained BF theory.

Having given the general definitions, let us now focus on the class of gravitational or geometrical Riemannian
spin foam models arising from the Holst-Plebanski formulation of General Relativity in 4d [52]. From now on
we restric ourselves to simplicial structures. Extensions to the Lorentzian context and to arbitrary cellular
complexes can be found in the literature [1, 47, 48]. In this section, we emphatize and illustrate two points:
the construction ambiguities and the universal structure of the resulting amplitudes.
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node operator

gluing operator

with appropriate dualization reflecting orientation

• different quantum gravity models (spin foam, LQG, lattice QG, TGFT) = 
different choices of elementary operators (and Hilbert spaces)

note: classical approx on given lattice ---> sum over saddles of discrete 
gravity path integral = good simplicial geometries on given lattice
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Spin foam models: general structure

• the assignment of group-theoretic data can be seen as association of Hilbert spaces to spin foam structures, 
with the basic object being the Hilbert space associated to boundary patches, which induces a Hilbert space 
for the spin foam atom:

Definition 2.6 (Spin foam model). A spin foam model is a quantum theory prescribed by the assignment
of a quadruple (Hp,MS,W,A) and defined by a partition function of the following form:

ZSF =
X

m2MS

W (m)A(m) (2.3)

Here Hp is the Hilbert space associated to each boundary patch of the atoms forming the molecule, A(m) is the
spin foam amplitude assigned to m by each given model and W (m) is a further weight factor in the sum over
all molecules. While A can be motivated, purely by considering the discretization and quantization of some
continuum (gravitational) theory the prescription for W (m) should come from a di↵erent line of reasoning.
For example, the GFT approach to spin foam models provides a field-theoretic prescription for both of them.

The quantum states for which spin foam models define probability amplitudes are associated to the boundary
graphs of spin foam molecules. The primary ingredient is the patch Hilbert space, denoted by Hp ⌘ Hv̄. One
can then associate an Hilbert space to each spin foam atom Ha and to each spin foam molecule Hm.

Ha = ⌦p2@aHp Hm = ⌦p2@mHp (2.4)

One might also want to define a single Hilbert space for a spin foam model, that would accomadate any possible
choice of boundary. This is indeed a crucial issue to tackle the continuum limit and relate the formalism to
canonical quantum gravity. From this point of view the simplest proposal is that of a (bosonic) Fock space.
This is a natural choice from a QFT/emergent-gravity perspective that sees quantum spacetime as a peculiar
quantum many-body system. Another possibility is to define a Hilbert space as the direct sum of all possible
graph Hilbert spaces. A third alternative is the one inspired by the canonical LQG construction based on the
imposition of cylindrical equivalence relations. A comprehensive discussion of these issues can be found in [51].
Let us now turn instead to the construction of the spin foam amplitudes themselves.

In order to specify the spinfoam amplitudes Am we need a set of operators defining maps between the various
boundary patches’ Hilbert spaces. The basic ones are the vertex and glueing operators.

Va : ⌦
p2@a

Hp �! Ha Va : ⌦
p2@a

Hp �! C (2.5)

Ke : Hp1 �! Hp2 Ke : Hp1 ⌦Hp2 �! C (2.6)

The associated functions Va and Ke, called the vertex and glueing kernels, give, when applied to any basis
in the Hilbert spaces Hp, the generalised ”matrix elements” of the corresponding operators. The general
formula of the spin foam amplitude for a generic molecule, depending on its combinatorial structure, i.e. the
connectivity pattern between spin foam atoms and their subcells, is given by:

A(m) = Trp2m
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A (2.7)

The trace is evaluated over a complete basis in each of the shared patch Hilbert spaces (producing the convo-
lution of the corresponding functions). Following the gluing pattern e↵ected by the gluing maps, one identifies
a closed cycle and thus a spin foam face associated to the same patch (for internal patches). Thus the final
spin foam amplitude can also be written in terms of individual contributions associated to the faces, edges and
vertices of the spin foam molecule. Last these amplitudes, together with an additional combinatorial factor,
can be recovered as the perturbative Feynman amplitudes of a Group field theory whose propagator and the
interaction kernels are the same gluing and vertex kernels of the corresponding (dual) spin foam model [9, 47].

3 Spin foam models for constrained BF theory.

Having given the general definitions, let us now focus on the class of gravitational or geometrical Riemannian
spin foam models arising from the Holst-Plebanski formulation of General Relativity in 4d [52]. From now on
we restric ourselves to simplicial structures. Extensions to the Lorentzian context and to arbitrary cellular
complexes can be found in the literature [1, 47, 48]. In this section, we emphatize and illustrate two points:
the construction ambiguities and the universal structure of the resulting amplitudes.
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note: the kernels are functions of all boundary data, identifying vectors in the boundary Hilbert spaces

• the amplitude associated to the whole spin foam molecule 
(spin foam 2-complex) is then defined as:
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where the trace is defined over any complete basis in the Hilbert space of of each boundary patch

↵

�

Figure 1. A spin foam atom (on the right) and its bisected boundary graph (on the left).

An example of spin foam atom is illustrated in Fig. 1. With respect to the picture the set Va is made by the
bulk black vertex v together with all the nodes (v̄ in red and ṽ in blue) of the atom’s boundary graph belonging
to Vb. The set E contains the red edges connecting the five red nodes v̄ to the black vertex v. Thus the full
atom edge set Ea consists of the five red edges together with all the green half-links of the atom’s boundary
graph (which are elelments of Eb). With respect to the picture (Fig. 1) all the spin foam atom’s faces are cycles
made by four distinct vertices (vv̄ṽv̄0) and by the edges connecting them. For example one face is identified
by the black vertex, the two red nodes on the bottom and on the right, the blue node on the bottom right
corner and the half-edges joining them (note however that not all faces have been drawed in the picture).

Summarizing a spin foam atoms is the 2-skeleton of the dual polytope of a d-dimensional fundamental cell,
e.g. the dual 2-skeleton of a 4-simplex in the four-dimensional simplicial case. Moreover, as argued in [47], the
set A of atoms to be catalogued by the set B of bisected boundary graphs.

Definition 2.4 (Spin foam molecule). A spin foam molecule m 2 M is a triple of vertices, edges and faces
m =

�
Vm, Em,Fm) = (

S
a Va/� ,

S
a Ea/� ,

S
a Fa/�

�
constructed from a set of spin foam atoms quotiented by a set

of gluing maps enforcing the bonding relations between the atoms forming the molecule.

�

]�

Figure 2. The gluing of two atoms along a shared boundary patch to form a molecule.

Definition 2.5 (n-simplicial structures). The set of n-simplicial molecules MS consists of all molecules
obtained as gluings of a single (simplicial) atom aS labelled by the complete graph with n+ 1 vertices Kn+1.

Notice that we call simplicial, the above-defined spin foam molecules because each spin foam atom in itself
can be canonically understood as the dual 2-skeleton of an n-simplex1. However, this can be done only locally;
it has been proven that not every simplicial spin foam molecule can be associated uniquely to a well-defined
simplicial complex, as its dual 2-skeleton [50]. While the restriction to simplicial structures is motivated (in
addition to simplicity) by the greater geometric understanding of the corresponding models with respect to
those based on non-simplicial complexes, we stress that they remain a special case of a more general formalism.
The use of arbitrary cellular complexes is suggested by canonical LQG [48] and can also be accommodated in
the GFT formulation of spin foam models [47], using techniques from dually weighted tensor models.

1
In combinatorics an finite abstract k-simplicial complex C (e.g. an abstract k-simplex) is a collection of subsets � of a set of

vertices C0 = {v1, . . . , vn} such that the following two properties are satisfied:

1. For all � 2 C and �0 ⇢ � then �0 2 C.

2. If �, �0 2 C then � [ �0 2 C.
All subsets of cardinality p + 1 are called p-simplices �p 2 Cp. The dimension k of C is defined as the maximal cardinality of

simplices in C. From a topological point of view a k-simplex is the convex hull of a set of k+1 a�nely independent points in Rk
.
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GFTs: example Boulatov model - topological 3d euclidean QG (no matter)
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GFT ROOTS GFT OVERVIEW OF RESULTS CONCLUSIONS

COLORED GFT FOR 3D EUCLIDEAN GRAVITY

Feynman diagrams Γ are dual to 3d simplicial complexes
amplitudes AΓ written in group, representation or algebra variables
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last line is discretized path integral for 3d gravity S(e, ω) =
R
Tr(e ∧ F(ω))

exact duality: simplicial gravity path integral↔ spin foam model (see talk by Raasakka)
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Feynman amplitudes in different representations:
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Feynman amplitudes in different representations:

lattice gauge theory formulation 
of 3d gravity/BF theory 
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Feynman amplitudes in different representations:

spin foam formulation of 3d gravity
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discrete 1st order path integral for 3d gravity on 
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GFT example - 4d Lorentzian QG

+ c.c.EPRL model

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles

5

can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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n = 2j

from simplicity constraints:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these

23

+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that

15
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)
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A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write
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(

κγ2

γ2 − s

)2
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K⃗ −
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γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
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√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles

5

can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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n = 2j

from simplicity constraints:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these
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+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that

15
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles
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can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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n = 2j

from simplicity constraints:
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any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these
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+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that
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the interaction term contains a Kronecker delta for the j labels colouring the links that
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One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:
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any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles
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can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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n = 2j

from simplicity constraints:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

<latexit sha1_base64="pK5IOO6vI5lMYEBwuno0FFRJJXQ=">AAACNXicbVDLSsNAFJ3UV62vqEs30SJUkJIUX8uiG5cV7AOaECaTSTt28mBmIpQha7/Grf0WF+7ErV8gOEm7sK0HLhzOuZd77/ESSrgwzXettLK6tr5R3qxsbe/s7un7Bx0epwzhNoppzHoe5JiSCLcFERT3EoZh6FHc9UZ3ud99xoyTOHoU4wQ7IRxEJCAICiW5+rEtCPWxtEMohhwx2cky97L25EroZefEhWeuXjXrZgFjmVgzUgUztFz9x/ZjlIY4EohCzvuWmQhHQiYIojir2CnHCUQjOMB9RSMYYu7I4pXMOFWKbwQxUxUJo1D/TkgYcj4OPdVZXLzo5eJ/Xj8VwY0jSZSkAkdouihIqSFiI8/F8AnDSNCxIhAxom410BAyiIRKb3FLfhuf+0TmGxkPeKbyshbTWSadRt26qjceLqrN21lyZXAETkANWOAaNME9aIE2QOAFvII3MNEm2of2qX1NW0vabOYQzEH7/gX7ZK11</latexit>

Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these

23

+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:
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any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles
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can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
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This also defines an embedding from the SU(2) Hilbert
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space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
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tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑
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Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
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The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
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where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
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There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these
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+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles
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can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these
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+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that

15

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that

15

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that

15

both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles
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can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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n = 2j

from simplicity constraints:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these
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+ c.c. reproduces EPRL-like spin foam amplitudes

Example: EPRL-like TGFT model

One of the main principles used in determining the form of K2 and V5 is that the
imposition of the simplicity constraints —which transform the 4D topological BF field
theory into a geometric theory with local degrees of freedom [60, 67–69]— can be achieved
by modifying the kernels of the 4D SL(2,C) BF Ooguri GFT model with conditions that
restrict the four bivectors xv labeling the triangular faces appearing in the simplicial
complexes dual to the Feynman diagrams of the theory to be simple bivectors [70, 71].
This is the GFT counterpart of the standard procedure followed in defining spin foam
models [60], and following this procedure gives the EPRL GFT model.

However, here we will not go through the details of this lengthy procedure; the inter-
ested reader is instead referred to [67, 71]. Instead, it will be su�cient for our purposes
to highlight one of the key properties of the GFT based on the EPRL spin foam model.

To do this, it is convenient to work in the spin representation, where the field operators
(1) are rewritten via the Peter-Weyl decomposition

b'(gv1 , gv2 , gv3 , gv4) =
X

jvi ,mvi ,nvi ,◆

b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

Ijv1jv2jv3jv4 ◆
nv1nv2nv3nv4

4Y

i=1

1

d(jvi)
Djva

mvinvi
(gvi), (12)

where dj = 2j + 1. Note while a generic function of SU(2)4 would have a more general
form, the gauge-invariance of the field operators is translated in the spin representation
to the presence of the intertwiners I labeled by ◆.

Then, using the shorthand notation

b'jv◆
mv

⌘ b'jv1jv2jv3jv4 ◆
mv1mv2mv3mv4

, (13)

the general GFT action for the case of simplicial interactions in the spin representation
has the form

S =
X

jvai
mvai ,◆a

'̄
jv1 ◆1
mv1

'
jv2 ◆2
m2 (K2)

jv1jv2 ◆1◆2
mv1 ,mv2

+
1

5

X

jvai
mvai ,◆a

" 
5Y

a=1

'̄ jva ◆a
mva

!
V̄5 +

 
5Y

a=1

'jva ◆a
mva

!
V5

#
, (14)

where V5 := V5(jv1 , . . . , jv5 ,mv1 , . . . ,mv5 , ◆1, . . . , ◆5), and of course each jva and mva rep-
resent the four j and m labels colouring the four links leaving the va spin network node.

The key property of the GFT based on the EPRL spin foam model is that (i) the
kinetic term contains a Kronecker delta between the j,m and intertwiner labels, and (ii)
the interaction term contains a Kronecker delta for the j labels colouring the links that

15
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both kinetic and interaction kernel contribute simple Kronecker deltas for j, m labels:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.

a - tetrahedra, (ab) triangles
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can be written explicitly as follows. A basis
in L2(Spin(4)) is formed by the matrix elements

D(j+,j−)
q+q−,q′+q′−(g) of the irreducible representations. Here

g ∈ Spin(4), and the indices q± label a basis in the rep-
resentation j±. Then

π : D(j+,j−)
q+q−,q′+q′−(g) "→ D(j+,j−)

q+q−,q′+q′−(u) cq+q−

m cq′+q′−

m′ .

where u ∈ SU(2) and the cq+q−

m are the Clebsch-Gordan
coefficients that gives the embedding of the lowest (resp.
highest) SU(2) irreducible (where the m index lives) into
the representation (j+, j−). This construction defines
also an embedding from the SU(2) spin networks to the
Spin(4) spin networks on Γ. This is defined by the em-
bedding of L2

(

SU(2)×L
)

into L2
(

Spin(4)×L
)

defined by
the inclusion L2(SU(2)) ∼ Hf ⊂ L2(Spin(4)) followed
by the group averaging over Spin(4) at every node, as
determined by the constraint (4) (which, we recall, is im-
plemented by the dynamics).

Let us see how this construction affects the inter-
twiner spaces. We decompose the Hilbert space asso-
ciated with each face into representations. The simplic-
ity and cross-simplicity constraints, as discussed above,
are then imposed on each of these representations.
Consider four links, colored with the representations
(j+

1 , j−1 )...(j+
4 , j−4 ), satisfying (25), meeting at a given

node e of Γ. (This is the dual picture of four faces bound-
ing a given tetrahedron in the boundary of the triangula-
tion). Consider the tensors product of the corresponding
representation spaces He := H(j+

1 ,j−1 ) ⊗ ... ⊗ H(j+
4 ,j−4 ).

Define the constraint Ce :=
∑

i Mfi . Imposing Ce = 0
strongly on the states in H0 selects in each link the low-
est (resp. highest) SU(2) irreducible. Group averaging
over Spin(4) defines then the physical intertwiner space
for the node e. The projection from the Spin(4) to the
SU(2) intertwiner spaces is then given by:

π : InvSpin(4)(He) → InvSU(2)

(

Hj+
1 ±j−1

⊗ ... ⊗Hj+
4 ±j−4

)

C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )
"→ C

(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 q−

4 )

4
⊗

i=1

c
q+

i q−
i

mi .

Here C
(i+e ,i−e )

(q+
1 q−

1 )...(q+
4 ,q−

4 )
is the normalized intertwiner de-

fined by a virtual link carrying the (i+e , i−e ) representa-
tion. The corresponding embedding can be written in
the form:

f : InvSU(2) (Hk1 ⊗ ... ⊗Hk4) → InvSpin(4) (He)

im1...m4 "→

∫

Spin(4)
dg im1...m4

×
4
⊗

i=1

D
(1+γ)ki

2 ,
|1−γ|ki

2

q+
i q−

i ,q′+
i q′−

i

(g) c
q′+

i q′−
i

mi . (30)

We are now ready to define the vertex. For the details
of the derivation, see [24] and [7]. Following [2, 3, 7], the

amplitude of a single vertex bounded by ten SU(2) spins
jab, a, b = 1, ..., 5 and five SU(2) intertwiners ia is given
by

A(jab, ia) =
∑

i+a i−a

15j
(

(1+γ)jab
2 ; i+a

)

15j
(

|1−γ|jab
2 ; i−a

)

⊗

a

f ia

i+a i−a
(jab) (31)

where the 15j are the standard SU(2) Wigner symbols,
and

f i
i+i− := im1...m4Ci+i−

(q+
1 q−

1 )...(q+
4 q−

4 )

⊗

i=1...4

c
q+

i q−
i

mi . (32)

The partition function for an arbitrary triangulation, is
given by gluing these amplitudes together with suitable
edge and face amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df

∏

v

A(jf , ie), (33)

where

df := (|1 − γ|jf + 1) ((1 + γ)jf + 1) . (34)

IV. LORENTZIAN THEORY

The unitary representations in the principal series are
labelled by (n, ρ), where n is a positive integer and ρ real
[22, 23]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (35)

C2 = nρ. (36)

Up to ordering ambiguities, equation (17) reads now

nρ

(

γ −
1

γ

)

= ρ2 − n2. (37)

Solutions are given by either ρ = γn or ρ = −n/γ.
The existence of these two solutions reflects the two sec-
tors mentioned earlier with Immirzi parameter γ and
−1/γ. BF theory can not a priori distinguish between
these two sectors (see e.g. [20]). However, in our frame-
work, the second constraint (22) breaks this symmetry
and select the first branch ρ = γn. It further imposes
that k = n/2, where k again labels the subspaces diag-
onalizing L2. Therefore the constraints select the lowest
SU(2) irreducible representation in the decomposition of
H(n,ρ) =

⊕

k≥n/2 Hk. This choice of the lowest weight
corresponds to the usual notion of coherent states for the
non-compact SL(2, C) Lie group [25] (see also [26]). No-
tice that there is restriction on the value of γ as there
was in the Euclidean case.

Notice also that the continuous label ρ becomes quan-
tized, because n is discrete. It is because of this fact that
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n = 2j

from simplicity constraints:

6

any continuous spectrum depending on ρ comes out effec-
tively discrete on the subspace satisfying the simplicity
constraints.

This construction defines the projection from the
SL(2, C) boundary Hilbert space to the SU(2) space. For
a single D matrix, this projection reads (see the [7]):

π : L2 (SL(2, C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) #−→ Dn/2

qq′ (u) (38)

This also defines an embedding from the SU(2) Hilbert
space to the SL(2, C) space, given by inclusion followed
by group averaging over the Lorentz group.

As before, in order to extend this result to the complete
space H we have to define the projection for the inter-
twiners. Consider four links meeting at a given node e of
Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying
the diagonal constraints. Consider the Hilbert space of
tensors between these representations: He := H(n1,ρ1) ⊗
... ⊗ H(n4,ρ4). Construct the constraint Ce :=

∑

i Mfi .
Imposing Ce = 0 strongly selects in each link the lowest
SU(2) along with the representations of the form ρ = nγ.
The last step is group averaging over SL(2, C) which de-
fines the physical intertwiner space for this node. The
projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ... ⊗Hn4

2

)

,

C(ne,ρe)
(j1,q1)...(j4,q4)

#−→ C(ne,ρe)
(

n1
2 ,q1),...(

n4
2 ,q4)

. (39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ... ⊗Hj4) −→ InvSL(2,C) (He) ,

im1...m4 #−→

∫

SL(2,C)
dg im1...m4

i=4
⊗

i=1

D(2ji,2jiγ)
(j′i,m

′
i)(ji,mi)

(g).

The boundary space is once again just given by the SU(2)
spin networks.

We are now ready to define the vertex. As before, we
obtain

A(jab, ia) =
∑

na

∫

dρa(n2
a + ρ2

a)

(

⊗

a

f ia
naρa

(jab)

)

15jSL(2,C) ((2jab, 2jabγ); (na, ρa)) (40)

where we are now using the 15j of SL(2, C) and

f i
nρ := im1...m4 C̄nρ

(j1,m1)...(j4,m4)
, (41)

where j1...j4 are the representations meeting at the node.
The final partition function, for an arbitrary triangula-
tion, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

jf ,ie

∏

f

(2jf )2(1 + γ2)
∏

v

A(jf , ie). (42)

V. AREA SPECTRA

There are two operators related to the area of a triangle
dual to the face f .

A4(f) :=
1

2
(⋆B)IJ(⋆B)IJ (43)

and its projected (gauge fixed) counterpart:

A3(f) :=
1

2
(⋆B)ij(⋆B)ij (44)

Classically, these two quantities are equal due to the con-
straint (13). After quantization this will not hold any-
more. This can be seen as follows. Since boosts do not
commute, it is not possible in the quantum theory to
physically implement a Lorentz frame exactly. Hence all
spacelike vectors are affected by quantum fluctuation in
the timelike directions. The relation between the two
quantities above is given by

A4 = A3 +

(

κγ2

γ2 − s

)2

sMf . (45)

Let us focus on A3, which is the standard canonical op-
erator considered in a canonical quantization of GR. We
can write

A3 =

(

κγ2

γ2 − s

)2
(

K⃗ −
L⃗

γ

)2

. (46)

Using the constraints (17) and (22), we get with straight-
forward algebra

A3 = κ2γ2L2 (47)

for both euclidean and lorentzian signatures. The spec-
trum is therefore

Area =
√

A3 = 8π!G γ
√

k(k + 1). (48)

which is exactly the spectrum of LQG. This spectrum can
be compared with the continuous spectrum

Area ∼
1

2

√

4k(k + 1) − n2 + ρ2 + 4. (49)

that was previously obtained in covariant LQG, before
imposing the second class constraints (see [9]). Remark-
ably, imposing the simplicity constraints (17) and (22)
reduces the continuous spectrum (49) to the exact dis-
crete LQG spectrum (48).

Finally, we would like to point out that the ordering of
the Casimir operators for SU(2) and SL(2, C) required
to have meaningful simplicity constraints do not use the
usual ordering but seems to select an area spectrum with
a regular spacing such as j (or j + 1/2) instead of the
standard

√

j(j + 1). This issue deserves further investi-
gation.
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Ṽ5(jab, ia)

TGFT action

with:

in terms of constrained SL(2,C) irreps and contraction of SL(2,C) invariant tensors

note: 

• ambiguities in spin foam amplitudes ("measure factors") ---> parametrised by choice of kinetic kernel

• spin foam amplitudes can be factorised in terms of different face/vertex amplitudes ---> redefinition of 

kinetic and interaction kernels producing same Feynman amplitudes (but possibly different TGFT)

as in Engle, Livine, Pereira, Rovelli, '07 other formulations: Engle, Pereira, '08; Dona', Fanizza, Sarno, Speziale, '19; ....

4-simplex interaction 

K(2) =

Z
d�

X

ji,mi,◆

'̄ jv◆
mv

(�)
@2

@�2
'jv◆
mv

(�) (K (2)
2 )jv◆mv

, (37)

where the ' and '̄ field variables having the same arguments in the kinetic terms in the
action having imposed the Kronecker deltas, and

V =
X

ji,mi,◆i


'j1j2j3j4◆1
m1m2m3m4

(�)'j4j5j6j7◆2
m4m5m6m7

(�)'j7j3j8j9◆3
m7m3m8m9

(�)'j9j6j2j10◆4
m9m6m2m10

(�)'j10j8j5j1◆5
m10m8m5m1

(�)

⇥ Ṽ5(j1, . . . , j10; ◆1, . . . , ◆5)

�
, (38)

Note that the kinetic term has been truncated since, as explained above, we are considering
the small derivative limit in �.

A few comments on this GFT model are in order. First, it was not necessary to
assume the presence of any space-time symmetries in order to derive this action; in par-
ticular neither homogeneity nor isotropy were imposed. The simplicity of the GFT action
is a result of not only working with a particularly simple matter field (the minimally
coupled massless scalar field), but also the chosen discretization where the scalar field is
discretized on each 4-simplex. The simplicity of the GFT classical equations of motion can
be understood as the result of coarse-graining the small-scale complexity and obtaining
the hydrodynamical equations of motion for the collective behaviour. This interpretation
will be relevant in the following sections. Second, somewhat surprisingly from a purely
formal GFT viewpoint, the minimally coupled massless scalar field enters the GFT action
in exactly the same fashion as the standard time coordinate in ordinary quantum field
theory. The presence of the scalar field allows for the definition of a host of new relational
observations, but the above observation is stronger: the minimally coupled massless scalar
field can be used to define a global relational clock and thus provides a well-defined notion
of global time evolution in a di↵eomorphism invariant context. This will be particularly
useful in the cosmological context, but it is likely that this will be a powerful tool in a
number of other physical settings as well.

IV. GFT CONDENSATES

As in any interacting quantum field theory, it would be näıve to expect to be able to
solve the quantum dynamics exactly for realistic GFT models (and note that the situation
is potentially worse in the GFT context due to the background independence of GFT
models as well as the non-local nature of the quantum geometric interactions). Instead, the
appropriate strategy is to study simplified trial states and look for approximate solutions
that may capture the relevant properties of the physical setting of interest. Then, if these

23

+ c.c. reproduces EPRL-like spin foam amplitudes

based on SU(2) group and irreps - relation between SL(2,C) and SU(2) data; (almost) SU(2) spin network states

(motivated by: LQG + simplicial quantum geometry)

Feynman amplitudes: no need here

specific form of action implements: 

conditions for well-defined simplicial quantum geometry of GFT quanta (3-simplices) 

conditions for producing 4d lattices with proper simplicial quantum geometry in perturbative expansion



Example: 

TGFT cosmology  

emergent spacetime physics from QG



spacetime and geometry are emergent in GFT

from perspective of fundamental QG atoms of space: 

continuum geometry = coarse-grained description of discrete geometry of many (infinite) QG atoms 

GR dynamics = approximate description of collective quantum dynamics of many (infinite) QG atoms

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
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⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg
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I
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) = 0 . (23)
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

•  simplest
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spacetime and geometry are emergent in GFT

from perspective of fundamental QG atoms of space: 

continuum geometry = coarse-grained description of discrete geometry of many (infinite) QG atoms 

GR dynamics = approximate description of collective quantum dynamics of many (infinite) QG atoms

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

•  simplest
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cosmology expected to correspond to "most coarse-grained" dynamics

in other words: effective dynamics of 
special (global) observables of full theory 

QG hydrodynamics



GFT cosmology

• general strategy: • hypothesis: universe as QG quantum fluid (condensate)


• extract approximate hydrodynamic eqns for QG fluid (density and phase)


• compute relational cosmological observables in hydrodynamic approximation, 
as functions of density & phase


• translate hydrodynamic eqns into eqns for cosmological observables



GFT cosmology

• general strategy: • hypothesis: universe as QG quantum fluid (condensate)


• extract approximate hydrodynamic eqns for QG fluid (density and phase)


• compute relational cosmological observables in hydrodynamic approximation, 
as functions of density & phase


• translate hydrodynamic eqns into eqns for cosmological observables

• corresponding quantum states:

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
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) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

•  simplest
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 (simplest): GFT condensate, GFT field coherent state
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✴  simplest approximation: 
mean field hydrodynamics �[�] ⇡ S�(�)
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mean field ~ condensate wavefunction



GFT cosmology

general facts

• cosmological interpretation natural and clear:

isomorphism between domain of TGFT condensate wavefunction and minisuperpsace
� (D) D ' {geometries of tetrahedron} '

' {continuum spatial geometries at a point} '
' minisuperspace of homogeneous geometries

S. Gielen, DO, L. Sindoni, '13

• general form of resulting (Gross-Pitaevskii) equations of motion for condensate wavefunction (mean field):
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[dg0]d�0K(g,�; g0,�0)�(g0,�0) + �
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V(')|'⌘� = 0

polynomial functional of 
condensate wavefunction

Gielen, DO, Sindoni, '13; DO, 
Sindoni, Wilson-Ewing, '16

cosmology as QG hydrodynamics ~ non-linear extension of (loop) quantum cosmology

that is, in isotropic restriction and with just one matter field:

"wavefunction" on minisuperspace

hydrodynamic (non-linear, possibly non-local) eqn on minisuperspace
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K(a, @a,�, @�)�(a,�) + V [�(a,�)] = 0



GFT cosmology

• eqn for condensate wavefunction ------> eqn for geometric/cosmological observables

general facts

• cosmological interpretation natural and clear:

isomorphism between domain of TGFT condensate wavefunction and minisuperpsace
� (D) D ' {geometries of tetrahedron} '

' {continuum spatial geometries at a point} '
' minisuperspace of homogeneous geometries

S. Gielen, DO, L. Sindoni, '13

• general form of resulting (Gross-Pitaevskii) equations of motion for condensate wavefunction (mean field):
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polynomial functional of 
condensate wavefunction

Gielen, DO, Sindoni, '13; DO, 
Sindoni, Wilson-Ewing, '16

cosmology as QG hydrodynamics ~ non-linear extension of (loop) quantum cosmology

e.g. volume operator

relationally localized in time/space as functions of values of physical (e.g. scalar matter) dofs, 
specified by the GFT state (for GFT models including such dofs)

• cosmological observables are fluid averages = mean values of fundamental QG operators in Fock space
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whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-
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whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.
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2.2 (so that the expectation value of the volume operator reduces to (2.21)), but we will

also consider a condensate state whose peaking properties are isotropic as well:

�✏,�,⇡0,⇡x;xµ(gI ,�
µ,�) = ⌘✏(�

0 � x0;⇡0)⌘�(|�� x|;⇡x)�̃(gI ,�µ,�) , (3.3)

where |�� x|2 =
Pd

i=1
(�i � xi)2. For the moment we will also assume that the parameter

� is a complex quantity, C 3 � = �r + i�i, but with a positive real part, necessary for

the peaking properties of the states, �r > 0. As we will see below, allowing a complex

width for the rods peaking function allows the perturbation equations to be dependent on

a derivative kernel with emergent Lorentz signature.

GFT action. Having made these premises, we now specify the form of SGFT. As ex-

plained in Section 2.1, SGFT depends on the precise spinfoam (or simplicial gravity) model

coupled with d + 1 massless scalar fields one wants to reproduce. While the EPRL-like

and extended BC models di↵er on their domain (respectively SU(2) and SL(2,C) ⇥ H3)

and on the precise way the simplicity constraint is imposed, thus resulting in (in princi-

ple) di↵erent kinetic and interaction kernels, they are both defined by an action including

a quadratic kinetic term and a non-local interaction term U + U⇤ (the star representing

complex conjugation) of simplicial9 type characterized by 5 powers of the field operator,

SGFT = K + U + U⇤.

The resulting form of the action is however quite complicated to handle for most practi-

cal applications. For this reasons, one often makes some additional simplifying assumptions

on SGFT [18, 53]:

• First of all, one imposes that the field symmetries of the classical action are preserved

at the quantum level, meaning that they are also symmetries of the GFT action SGFT.

In the case considered here, the symmetries to be respected are those highlighted in

the section above: invariance under Lorentz transformations/Euclidean rotations,

shifts, and reflections. This greatly simplifies the form of the interaction and kinetic

terms, which read, in the EPRL-like case10 [18, 53]

K =

Z
dgI dhI

Z
dd� dd�0 d� d�0 '̄(gI ,�)K(gI , hI ; (�� �0)2�, (�� �0)2)'(hI , (�

0)µ,�0) ,

U =

Z
dd� d�

Z  5Y

a=1

dgaI

!
U(g1I , . . . , g5I )

5Y

`=1

'(g`I ,�
µ,�) ,

where (���0)2� ⌘ sgn(�)M (�)
µ⌫ (���0)µ(���0)⌫ and whereK and U are the respectively

the aforementioned kinetic and interaction kernels encoding information about the

9These kind of interactions are said simplicial because they represent the gluing of 5 di↵erent tetrahedra

in order to form a 4-simplex, the basic building block of a 4-dimensional discretized manifold.
10Similar expressions hold for the extended BC model, provided that one extends the domain of the GFT

fields and kinetic interaction kernels as gI ! (GI ;X). Moreover, since the normal X is non-dynamical,

the interaction kernel does not depend on it. As a consequence, only the integrated field (2.4) becomes

important at the level of interactions. The kinetic kernel instead depends on the normal in a localized way,

imposing X = X 0, with X and X 0 being the arguments of '̄ and ' respectively. We refer to [68] for more

details on the action of the extended BC model.
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cal applications. For this reasons, one often makes some additional simplifying assumptions

on SGFT [18, 53]:

• First of all, one imposes that the field symmetries of the classical action are preserved

at the quantum level, meaning that they are also symmetries of the GFT action SGFT.

In the case considered here, the symmetries to be respected are those highlighted in

the section above: invariance under Lorentz transformations/Euclidean rotations,

shifts, and reflections. This greatly simplifies the form of the interaction and kinetic

terms, which read, in the EPRL-like case10 [18, 53]

K =

Z
dgI dhI

Z
dd� dd�0 d� d�0 '̄(gI ,�)K(gI , hI ; (�� �0)2�, (�� �0)2)'(hI , (�

0)µ,�0) ,

U =

Z
dd� d�

Z  5Y

a=1

dgaI

!
U(g1I , . . . , g5I )

5Y

`=1

'(g`I ,�
µ,�) ,

where (���0)2� ⌘ sgn(�)M (�)
µ⌫ (���0)µ(���0)⌫ and whereK and U are the respectively

the aforementioned kinetic and interaction kernels encoding information about the

9These kind of interactions are said simplicial because they represent the gluing of 5 di↵erent tetrahedra

in order to form a 4-simplex, the basic building block of a 4-dimensional discretized manifold.
10Similar expressions hold for the extended BC model, provided that one extends the domain of the GFT

fields and kinetic interaction kernels as gI ! (GI ;X). Moreover, since the normal X is non-dynamical,

the interaction kernel does not depend on it. As a consequence, only the integrated field (2.4) becomes

important at the level of interactions. The kinetic kernel instead depends on the normal in a localized way,

imposing X = X 0, with X and X 0 being the arguments of '̄ and ' respectively. We refer to [68] for more

details on the action of the extended BC model.
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EPRL-like model. In particular, as already mentioned in Section 2.1, it is U that

carries information about the specific Lorentzian embedding of the theory.

• The second simplifying assumption that is often made in cosmological applications

is that one is interested in a “mescocopic regime” where interactions are in fact

essentially negligible. Clearly, this can only be a transient regime, and one expects

that, eventually, interactions do become important (see e.g. [62, 67, 83], for some

works which study the phenomenological implications of the inclusion of interactions).

Dynamical equations. Under both these assumptions, and performing a Fourier trans-

form with respect to the variables � and �0, one can see that the averaged quantum equa-

tions of motion reduce to
Z

dhI

Z
dd�K(gI , hI ;�

2,⇡�)⌘✏(�
0;⇡0)⌘�(|�|;⇡x)�̃(hI ,�0 + x0,�+ x,⇡�) = 0 , (3.4)

where ⇡� is the variable canonically conjugate to � with respect to the Fourier transform.

Expanding K and �̃ in power series around �0 = 0, � = 0 [18], and assuming that (i) |�|
and ✏ are small, but (ii) the quantities

z0 ⌘ ✏⇡2

0/2 , z ⌘ �⇡2

x/2 (3.5)

are large in absolute value and (iii) reducing to isotropic configurations, one finds, at the

lowest order in the small parameters |�| and ✏ (see Appendix B for a detailed derivation):

@2

0 �̃j(x,⇡�)� i�@0�̃j(x,⇡�)� (�)E2

j (⇡�)�̃j(x,⇡�) + ↵2r2�̃j(x,⇡�) = 0 , (3.6)

where j is the isotropic spin label introduced in equation (2.20), where we have dropped

the superscript µ for the argument of the reduced wavefunction �̃, x ⌘ xµ and where @2

0

and r2 ⌘
P

i @
2

i represent derivatives with respect to rod and clocks values respectively.

Finally, we have defined
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2✏z0
✏z2
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, (�)E2
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✏z2
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�
1 + 3�↵2

�
, ↵2 ⌘ 1

3

�z2

✏z2
0

, r(�)s ⌘
K̃(s)

�

K̃(0)

�

.

Notice that by definition ↵2 is in general a complex parameter, whose real and imaginary

parts are given by

Re↵2 =
⇡2
x

6

�2r � �2i
✏z2

0

, Im↵2 =
⇡2
x

3

�r�i
✏z2

0

.

Rewriting explicitly equation (3.6) in terms of these quantities, we thus find

0 = @2

0 �̃j(x,⇡�)� i�@0�̃j(x,⇡�)� (�)⌘2j �̃j(x,⇡�)� i(�)�2

j �̃j(x,⇡�)

+ Re↵2r2�̃j(x,⇡�) + i Im↵2r2�̃j(x,⇡�) = 0 , (3.7)

with
(�)⌘2j ⌘ 1

✏z2
0

� rj;2(⇡�)
�
1 + 3�Re↵2

�
(�)�2

j = 3� Im↵2rj;2 (3.8)
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where ↵� � 1, and � = ±1, so that M (+1)

µ⌫ = ⌘µ⌫ , while M (�1)

µ⌫ = ��µ⌫ . In particular,

when � = +1, the second term has an opposite sign with respect to the first and the third

one. This guarantees that the energy density of all fields, evaluated in the harmonic frame

and with our choice of signature (�,+,+,+) is positive for a perturbed FRW spacetime8.

However, strictly speaking, this is not necessary as long as the contribution coming from

� is dominating (as we are assuming here, since ↵� � 1) and has the correct sign for the

energy density (which is the case since � is almost homogeneous, so its energy density is

dominated by the background part �̄). As a consequence, we will also consider the case

� = �1, where all the fields enter in the action identically.

It is important to highlight the symmetries of this action, because they will play an

important role in determining the form of the GFT action as well [18, 53, 69]. These are

(cfr. [82]):

Translations: �µ ! �µ + kµ and � ! �+ k, for each µ = 0, . . . , d� 1.

Reflections: �µ ! ��µ and � ! ��, for each µ = 0, . . . , d� 1.

Lorentz transformations/Euclidean rotations When � = +1 (resp. � = �1), trans-

formations R 2 SO(1, 3) (resp. SO(4)) acting as �µ ! Rµ
⌫�⌫ are a symmetry of the

Lagrangian for each µ = 0, . . . , d� 1.

3.2 GFT averaged dynamics

Analogously to what has been done in [53, 65], here we will only extract an e↵ective mean

field dynamics from the full quantum equations of motion. In other words, we will only

consider the imposition of the quantum equations of motion averaged on the states that

we consider to be relevant for an e↵ective relational description of the cosmological system,

which, in our case, would be coherent states |�✏µ ;xµ,⇡µi as in equation (2.15a) whose

condensate wavefunction is assumed to take the form (2.25):

⌧
�SGFT['̂, '̂†]

�'̂†(gI ,�0)

�

�✏µ ;xµ,⇡µ

⌘
⌧
�✏µ ;x

µ,⇡µ

����
�SGFT['̂, '̂†]

�'̂†(gI ,�0)

�����✏µ ;x
µ,⇡µ

�
= 0 , (3.2)

Here, SGFT is the GFT action, whose specific form will be discussed below. While perfectly

consistent with the e↵ective and approximate nature of the relational framework discussed

in the previous section, the imposition of only an averaged form of equations of motion is

clearly a strong truncation of the microscopic quantum dynamics, which is expected to be

justified in general only in the emergent regime of very large number of particles (see the

disucssion in Section 2.2 and in footnote 6).

Moreover, for the purposes of this work, we will be interested in observables capturing

only isotropic perturbations (e.g. the volume operator (2.14b)). For this reason, not only

we will assume that the reduced wavefunction is isotropic, in the sense explained in Section

8Since the energy density of the frame field �µ is ⇢[�µ] = ✓µg
ab@a�

µ@b�
µ/2, with ✓0 = 1 and ✓i = �1

for i = 1, . . . , d, we see that in harmonic coordinates ⇢[�0] = �g00(0)2 > 0 and ⇢[�i] = gii(i)2 > 0 (no

sum over i). Without the positive sign for the second term in equation (3.1a), the energy density of “rods”

scalar fields would not be positive.
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• value of matter scalar field

• momentum of matter scalar field

both at the background, i.e. homogeneous, and at the perturbed level, i.e. for inhomoge-

neous cosmological perturbations. In order to keep the notation lighter, for any quantum

operator of interest Ô, we will denote Ō ⌘ hÔi�̄, where the expectation value is computed

with respect to the state characterized by the background part of the condensate wavefunc-

tion (3.3); similarly, we will denote by �O the first order term in �⇢, �✓ of the expectation

value hÔi� computed on states characterized by the condensate wavefunction (3.3).

The perturbed relational system includes in general geometric and matter operators.

Among the matter operators, those of obvious interest are the �-scalar field operator and

its momentum, written in the ⇡� representation (see equations (2.14c) and (2.14d)) as

�̂ =
1

i

Z
dgI

Z
d4�

Z
d⇡� '̂

†(gI ,�
µ,⇡�)@⇡�'̂(gI ,�

µ,⇡�) , (4.1a)

⇧̂� =

Z
dgI

Z
d4�

Z
d⇡� ⇡�'̂

†(gI ,�
µ,⇡�)'̂(gI ,�

µ,⇡�) . (4.1b)

On the geometric side, there are in principle many di↵erent operators characterizing the

properties of slightly inhomogeneous geometries. Here, we are interested only in scalar

perturbations, and in particular only isotropic operators will be considered. Even in this

case, however, at the classical level, scalar perturbations are in general captured by sev-

eral non-trivial functions of the metric components, see e.g. equation (A.3). Reproducing

metric perturbations at the quantum level, however, means determining (i) the structure

of microscopic observables and (ii) collective states such that the expectation values of the

former on the latter can be associated to emergent metric functions. Most of the work

in the literature so far, however, has been devoted to the study of the volume operator

(2.14b) and to models for which coherent states (2.15a) with wavefunction (2.25) provide

an interpretation in terms of metric functions at specific values of the physical frame. The

definition of more general operators and states is certainly a pressing issue to be tack-

led in order to define a comprehensive and complete perturbation theory from the GFT

framework. However, we will content ourselves with considering the evolution of the uni-

verse volume defined (as quantum operator) in equation (2.14b), which is consistent and

microscopically well defined, with respect to the states (2.15a) with wavefunction (2.25).

Moreover, in this section we will consider only the large densities (late times) regime

of evolution of the relevant quantities, in which case, as shown in the above section, the

equations of motion for �⇢ and �✓ greatly simplify. As explained in Section 2.2, one would

expect this regime (characterized by a very large number of GFT quanta) to be also the

classical one (i.e. characterized by small quantum fluctuations of macroscopic operators)

[65, 84]. Therefore, it is of fundamental importance to check whether in this regime the

solutions of the equations of motion coming from the quantum theory actually match those

of GR (or possibly of some alternative theory of gravity). This will be the main purpose

of the following sections, where geometric (Section 4.1) and matter observables13 (Section

4.2) will be discussed separately. More precisely, we will look for a matching with GR in

13Here with matter observables we mean the observables associated to the scalar field �, the only relevant

contribution to the energy budget of the universe under our assumptions.
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• universe volume

Clearly, if one wants to introduce more (say n) than one minimally coupled massless

scalar field, the group field operator becomes '̂(gI ,�a) ⌘ '̂(gI ,�1, . . . ,�n), with a =

1, . . . , n. Of course, the commutation relation in (2.6a) has to be changed consistently, so

that h
'̂(gI ,�

a), '̂†
�
hI , (�

0)a
�i

= IG(gI , hI)�(n)
�
�a � (�0)a

�
. (2.13)

Importantly, this change on the kinematic structure of the Fock space is reflected also in

the second quantized operators, which now involve integrals over all the possible values of

�a 2 Rn. For instance, the number operator reads

N̂ =

Z
dn�

Z
dgI '̂

†(gI ,�
a)'̂(gI ,�

a) . (2.14a)

A crucial quantity for describing cosmological geometries is the volume operator

V̂ =

Z
dn�

Z
dgI dg

0

I '̂
†(gI ,�

a)V (gI , g
0

I)'̂(g
0

I ,�
a) , (2.14b)

whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-

erator in the group representation5.

The presence of “pre-matter” data allows for the construction of a set of observables

naturally related to them, through polynomials and derivatives with respect to �a for each

a = 1, . . . , n. In particular, the two fundamental, self-adjoint ones that can be obtained in

this way are the “scalar field operator” and the “momentum operator” [53]:

X̂b ⌘
Z

dn�

Z
dgI �

b'̂†(gI ,�
a)'̂(gI ,�

a) , (2.14c)

⇧̂b =
1

i

Z
dn�

Z
dgI


'̂†(gI ,�

a)

✓
@

@�b
'̂(gI ,�

a)

◆�
, (2.14d)

whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.

2.2 Continuum geometries, e↵ective relationality and GFT condensates

In order to describe the relational evolution of cosmological small inhomogeneities, one

necessary step is to identify a class of quantum states which admit some “proto-geometric”

interpretation in terms of approximate continuum geometries. This allows to define an

e↵ective notion of relational evolution, whose general definition in a “pre-geometric” sector

of an emergent quantum gravity theory (such as a GFT) is instead technically and concep-

tually very complicated [18], as we have discussed in Section 1. Such “proto-geometric”

states are expected to be the result of some form of coarse-graining over the fundamental,

microscopic degrees of freedom, and thus to show some form of collective behavior. In a

sense, they are associated to a hydrodynamic description of the underlying quantum grav-

ity model. The simplest form of such collective behavior is shown by coherent (or, more

5Such an operator is diagonal in the spin representation, with eigenvalues ⇠ j3/2 for the EPRL-like

model we are considering here and ⇠ ⇢3/2 for the extended BC model.

– 10 –

• number operator

Clearly, if one wants to introduce more (say n) than one minimally coupled massless

scalar field, the group field operator becomes '̂(gI ,�a) ⌘ '̂(gI ,�1, . . . ,�n), with a =

1, . . . , n. Of course, the commutation relation in (2.6a) has to be changed consistently, so

that h
'̂(gI ,�

a), '̂†
�
hI , (�

0)a
�i

= IG(gI , hI)�(n)
�
�a � (�0)a

�
. (2.13)

Importantly, this change on the kinematic structure of the Fock space is reflected also in

the second quantized operators, which now involve integrals over all the possible values of

�a 2 Rn. For instance, the number operator reads

N̂ =

Z
dn�

Z
dgI '̂

†(gI ,�
a)'̂(gI ,�

a) . (2.14a)

A crucial quantity for describing cosmological geometries is the volume operator

V̂ =

Z
dn�

Z
dgI dg

0

I '̂
†(gI ,�

a)V (gI , g
0

I)'̂(g
0

I ,�
a) , (2.14b)

whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-

erator in the group representation5.

The presence of “pre-matter” data allows for the construction of a set of observables

naturally related to them, through polynomials and derivatives with respect to �a for each

a = 1, . . . , n. In particular, the two fundamental, self-adjoint ones that can be obtained in

this way are the “scalar field operator” and the “momentum operator” [53]:

X̂b ⌘
Z

dn�

Z
dgI �

b'̂†(gI ,�
a)'̂(gI ,�

a) , (2.14c)

⇧̂b =
1

i

Z
dn�

Z
dgI


'̂†(gI ,�

a)

✓
@

@�b
'̂(gI ,�

a)

◆�
, (2.14d)

whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.

2.2 Continuum geometries, e↵ective relationality and GFT condensates

In order to describe the relational evolution of cosmological small inhomogeneities, one

necessary step is to identify a class of quantum states which admit some “proto-geometric”

interpretation in terms of approximate continuum geometries. This allows to define an

e↵ective notion of relational evolution, whose general definition in a “pre-geometric” sector

of an emergent quantum gravity theory (such as a GFT) is instead technically and concep-

tually very complicated [18], as we have discussed in Section 1. Such “proto-geometric”
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GFT cosmology

Observables and their relational (mean) values



• value of matter scalar field

• momentum of matter scalar field

both at the background, i.e. homogeneous, and at the perturbed level, i.e. for inhomoge-

neous cosmological perturbations. In order to keep the notation lighter, for any quantum

operator of interest Ô, we will denote Ō ⌘ hÔi�̄, where the expectation value is computed

with respect to the state characterized by the background part of the condensate wavefunc-

tion (3.3); similarly, we will denote by �O the first order term in �⇢, �✓ of the expectation

value hÔi� computed on states characterized by the condensate wavefunction (3.3).

The perturbed relational system includes in general geometric and matter operators.

Among the matter operators, those of obvious interest are the �-scalar field operator and

its momentum, written in the ⇡� representation (see equations (2.14c) and (2.14d)) as

�̂ =
1

i

Z
dgI

Z
d4�

Z
d⇡� '̂

†(gI ,�
µ,⇡�)@⇡�'̂(gI ,�

µ,⇡�) , (4.1a)

⇧̂� =

Z
dgI

Z
d4�

Z
d⇡� ⇡�'̂

†(gI ,�
µ,⇡�)'̂(gI ,�

µ,⇡�) . (4.1b)

On the geometric side, there are in principle many di↵erent operators characterizing the

properties of slightly inhomogeneous geometries. Here, we are interested only in scalar

perturbations, and in particular only isotropic operators will be considered. Even in this

case, however, at the classical level, scalar perturbations are in general captured by sev-

eral non-trivial functions of the metric components, see e.g. equation (A.3). Reproducing

metric perturbations at the quantum level, however, means determining (i) the structure

of microscopic observables and (ii) collective states such that the expectation values of the

former on the latter can be associated to emergent metric functions. Most of the work

in the literature so far, however, has been devoted to the study of the volume operator

(2.14b) and to models for which coherent states (2.15a) with wavefunction (2.25) provide

an interpretation in terms of metric functions at specific values of the physical frame. The

definition of more general operators and states is certainly a pressing issue to be tack-

led in order to define a comprehensive and complete perturbation theory from the GFT

framework. However, we will content ourselves with considering the evolution of the uni-

verse volume defined (as quantum operator) in equation (2.14b), which is consistent and

microscopically well defined, with respect to the states (2.15a) with wavefunction (2.25).

Moreover, in this section we will consider only the large densities (late times) regime

of evolution of the relevant quantities, in which case, as shown in the above section, the

equations of motion for �⇢ and �✓ greatly simplify. As explained in Section 2.2, one would

expect this regime (characterized by a very large number of GFT quanta) to be also the

classical one (i.e. characterized by small quantum fluctuations of macroscopic operators)

[65, 84]. Therefore, it is of fundamental importance to check whether in this regime the

solutions of the equations of motion coming from the quantum theory actually match those

of GR (or possibly of some alternative theory of gravity). This will be the main purpose

of the following sections, where geometric (Section 4.1) and matter observables13 (Section

4.2) will be discussed separately. More precisely, we will look for a matching with GR in

13Here with matter observables we mean the observables associated to the scalar field �, the only relevant

contribution to the energy budget of the universe under our assumptions.
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• universe volume
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whose matrix elements V (gI , g0I) are defined from those of the first quantized volume op-

erator in the group representation5.

The presence of “pre-matter” data allows for the construction of a set of observables

naturally related to them, through polynomials and derivatives with respect to �a for each

a = 1, . . . , n. In particular, the two fundamental, self-adjoint ones that can be obtained in

this way are the “scalar field operator” and the “momentum operator” [53]:
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whose expectation values on appropriate semi-classical and continuum states should be

associated to the scalar field itself and possibly its momentum, which are at the core of a

relational definition of dynamics and evolution [18], as we will briefly review below.

2.2 Continuum geometries, e↵ective relationality and GFT condensates

In order to describe the relational evolution of cosmological small inhomogeneities, one

necessary step is to identify a class of quantum states which admit some “proto-geometric”

interpretation in terms of approximate continuum geometries. This allows to define an

e↵ective notion of relational evolution, whose general definition in a “pre-geometric” sector

of an emergent quantum gravity theory (such as a GFT) is instead technically and concep-

tually very complicated [18], as we have discussed in Section 1. Such “proto-geometric”

states are expected to be the result of some form of coarse-graining over the fundamental,

microscopic degrees of freedom, and thus to show some form of collective behavior. In a

sense, they are associated to a hydrodynamic description of the underlying quantum grav-

ity model. The simplest form of such collective behavior is shown by coherent (or, more

5Such an operator is diagonal in the spin representation, with eigenvalues ⇠ j3/2 for the EPRL-like

model we are considering here and ⇠ ⇢3/2 for the extended BC model.
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operators defined in full QG theory

GFT cosmology

Observables and their relational (mean) values



hydrodynamics eqns for cosmological observables (with some assumptions on states + approximations)

concrete example of cosmology from "quantum geometric" TGFT models

This is our fundamental equation determining the form of the reduced condensate wave-

function �̃. As in [18, 53], however, it is useful to decompose equation (3.7) in its real and

imaginary parts, by defining �̃j ⌘ ⇢j exp[i✓j ], so that, using
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where we have suppressed the explicit dependence of functions for simplicity.

At this point, it is important to recall that we are interested in slightly inhomoge-

neous relational quantities. Therefore, in the next section we will consider a perturbative

framework (with respect to spatial gradients) in which we will study the equations above.

3.3 Background and perturbed equations of motion

The perturbative context will be defined by assuming that the functions ⇢j and ✓j can be

written as

⇢j = ⇢̄j + �⇢j , ✓j ⌘ ✓̄j + �✓j , (3.10)

with ⇢̄ = ⇢̄(x0,⇡�) and ✓̄ = ✓̄(x0,⇡�) being “background” (zeroth-order) quantities and

with �⇢j and �✓j being small corrections to them. Let us study the zeroth- and the first-

order (in �⇢, �✓) form of equations (3.9).

Background. At the zeroth-order equations (3.9) become
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where we have specified the dependence of the condensate modulus and phase on x0 and

⇡� explicitly. Let us rewrite the second equation by multiplying by ⇢̄j 6= 0: we obtain
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Now, assume that, in the regime of interest, (�)�2

j in the above equation is negligible11. The

results, in these cases are the same as in [18], so that the equations for background phase

11Recall that (�)�2

j / Im↵. We will see below that in order to guarantee the emergence of a local

Lorentz symmetry in the perturbation equations, | Im↵| must be much smaller than one, thus providing an

additional justification to the requirement of small (�)�2

j .
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using: rewrite in standard hydrodynamic form (fluid density, phase)

valid for EPRL & BC models, possibly more

n.b. localization is relational - non-trivial spatial dependence comes from 
non-trivial dependence of mean field perturbations on the relational rods

effective dynamics for scalar cosmological perturbations

can be recast in standard local QFT language)

can also extract

L. Marchetti, DO, '22; A. Jercher, L. Marchetti, A. Pithis, '23; 
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using: rewrite in standard hydrodynamic form (fluid density, phase)

valid for EPRL & BC models, possibly more

n.b. localization is relational - non-trivial spatial dependence comes from 
non-trivial dependence of mean field perturbations on the relational rods

effective dynamics for scalar cosmological perturbations

can be recast in standard local QFT language)

can also extract

L. Marchetti, DO, '22; A. Jercher, L. Marchetti, A. Pithis, '23; 
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• very early times: very small volume - QG interactions subdominant

for large class of states:

These e↵ective Friedmann equations for the GFT condensate include the correct classical
limit (i.e., they reproduce the standard Friedmann equations of general relativity, justi-
fying their name), as shall be shown in Sec. VC, as well as some quantum corrections
coming from the microscopic GFT theory. Interestingly, some of these corrections have
a clear geometric meaning, which shall be discussed shortly. From these equations, it is
possible to solve for the dynamics of the total volume, given some initial state �j(�o) at
an initial time �o.

An important point here is that, for the energy density of the massless scalar field,
which is defined in terms of the expectation values of scalar field momentum and volume
operators as

⇢ =
⇡2
�

2V 2
=

~2(
P

j Qj)2

2(
P

j Vj⇢2j)
2
, (78)

to be non-zero, at least one of the Qj must be non-zero6. The condition that at least one
of the Qj be non-zero is necessary for the relational dynamics to be well-defined, and also
to ensure that the homogeneous and isotropic space-time is an FLRW space-time, not the
vacuum Minkowski space-time.

This restriction has important consequences. Obviously, the condition that at least one
of the Qj be non-zero is a necessary (although not su�cient) condition for the existence
of solutions with a good cosmological interpretation, and also for the consistency of the
relational description in the first place. On the other hand, this is not in itself a necessary
condition for the mathematical consistency of the condensate dynamics. This means that
there may be solutions which do not satisfy this condition, but are still mathematically
well-defined and within the regime of validity of the condensate hydrodynamics we are
studying. Therefore, this is an additional requirement beyond the assumptions for a
condensate which is necessary for the condensate state to be interpreted as a cosmological
space-time.

An open question is whether setting all Qj = 0 (but still having large ⇢j) gives
Minkowski space, in which case the condensate state would correspond to a large space-
time although there would be no relational dynamics. We comment further on the vacuum
limit in Sec. VI.

Requiring that the energy density of the massless scalar field be non-vanishing has a
very important consequence: since at least one Qj must be non-zero to have a solution
that can be interpreted as a cosmological space-time, it follows from (72) that at least
one ⇢j will always remain greater than zero. In turn, since V =

P
j Vj⇢2j , it follows that

V will always remain non-zero. Therefore, we find that for all cosmological solutions, the
volume will never become zero.

6 The energy density of the massless scalar field ⇢ —without an index j— is not to be confused with the

amplitude of �j(�) denoted by ⇢j , nor with the amplitude |�| of the total condensate wave function

� =
P

j �j .
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remains positive at all times
(with single turning point)

quantum bounce         
(no big bang singularity)!
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!I think this is a promising theory, 

but there is still very much to do

(i) More solid arguments that the classical limit is GR

(ii) Compute quantum corrections to Effective QFT scattering

(iii) IR renormalization?    Scaling   [Orsay group, Smerlak Bonzom]

(iv) Lorentzian structure?

(v) Open points in the definition (Edge splitting invariance?) [Bojowald Perez, Warsaw school]

(vi) Difficulties of low energy computation

(vii) Questions on the vertex expansion

(viii) Observable consequences?  Cosmology?  [Barrau, Mielczarek, Grain, Cailleteau, Ashtekar, Sloan]
and fluctuations remain under control)

• intermediate times: large volume - QG interactions still subdominant

under some (rather mild) conditions 
on parameters of GFT model

of isotropic GFT quanta) it is necessary to identify m2
j = 3⇡G for all j. For these val-

ues of mj, the GFT condensate dynamics reproduce the classical Friedmann equations of
general relativity. (As an aside, note that while it may be possible, at a specific relational
instant �o, to choose a di↵erent set of values for mj that also gives the correct limit,
this identification will not be preserved by the dynamics and hence the correct classical
Friedmann equations would in this case only be recovered in a small neighbourhood of
relational time around �o.)

The condition that m2
j = 3⇡G is a requirement on the form of the terms Aj and Bj that

are determined by the GFT action: if Bj/Aj 6= 3⇡G for some j, then it follows that the
correct Friedmann equations are not recovered in the classical limit. Note also that this
should be understood as a definition of G which arises as a hydrodynamic parameter and it
is thus a function of the microscopic GFT parameters, and not as an interpretation of the
microscopic parameters. This is an important conceptual point since this identification
has no reason to be valid in a generic regime of the dynamics (e.g., for non-condensate
GFT states) and may be di↵erent in other settings.

So, if all m2
j = 3⇡G, then the generalised Friedmann equations of the GFT condensate

become, in the classical limit,
✓
V 0

V

◆2

=
V 00

V
= 12⇡G, (81)

which are exactly the Friedmann equations of general relativity for a spatially flat FLRW
space-time with a massless scalar field �, used as a relational time (see Appendix A 1 for
details).

The solution to these equations of motion is the standard one of classical general
relativity,

V = Voe
±
p
12⇡G�, (82)

as expected, with the sign in the exponent depending on whether the universe is expanding
or contracting, and Vo depending on the initial conditions.

D. Single Spin Condensates

The other case where the equations of motion for V (�) can be solved exactly, and
for generic initial conditions, is when only one ⇢j is non-zero, which corresponds to a
condensate wave function that is very sharply (infinitely) peaked in j,

�j(�) = 0, for all j 6= jo. (83)

Then the sum over j in all of the expressions trivializes and an exact solution can be
found which includes quantum corrections.

40

~ classical Friedmann dynamics in GR 
(wrt relational clock, with effective 
Newton constant) - flat FRW(here written neglecting matter contribution)

DO, L. Sindoni, E. Wilson-Ewing, '16; 
L. Marchetti, DO, '20, '21
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that can be interpreted as a cosmological space-time, it follows from (72) that at least
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V will always remain non-zero. Therefore, we find that for all cosmological solutions, the
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should be understood as a definition of G which arises as a hydrodynamic parameter and it
is thus a function of the microscopic GFT parameters, and not as an interpretation of the
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The other case where the equations of motion for V (�) can be solved exactly, and
for generic initial conditions, is when only one ⇢j is non-zero, which corresponds to a
condensate wave function that is very sharply (infinitely) peaked in j,
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40

~ classical Friedmann dynamics in GR 
(wrt relational clock, with effective 
Newton constant) - flat FRW(here written neglecting matter contribution)

DO, L. Sindoni, E. Wilson-Ewing, '16; 
L. Marchetti, DO, '20, '21

effective phantom-like dark energy (of pure QG origin)

+ asymptotic De Sitter universe

order-6 interactions
2 modes

• "phenomenological" approach:

for "emergent matter" component (of QG origin)

equation of state w = p /⇢ . In appendix A we show that using relational time w can be

written as

w = 3�
2V V

00

(V 0)2
, (16)

where V is the total volume where the 0 indicates the derivative respect to relational time

�. As an illustration, we consider the single mode case, in which

w =
�3Q2 + 4E⇢

2 +m
2
⇢
4 +

�
1� 4

n

�
�⇢
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�
1� 4
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�
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�Q2 + 2E⇢2 +m2⇢4 �
2
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2
n0µ⇢
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. (17)

In the free case � = µ = 0, w is simply

w =
�3Q2 + 4E⇢

2 +m
2
⇢
4

�Q2 + 2E⇢2 +m2⇢4
.

At the bounce, the denominator vanishes, �Q
2 + 2E⇢

2 +m⇢
4 = 0, which gives the value of

⇢ at the bounce

⇢b =
1

m

qp
E2 +m2Q2 � E.

Put this back into w we see that the numerator is negative, therefore w ! �1 near the

bounce. This means that after the bounce the universe expanded with large acceleration, as

we expected. Yet we can show that this accelerating phase ends quickly, leaving only a small

number of e-folds [5]. The situation is still the same even if we consider the contributions

from all modes, as we can see in section III.

For large volume, ⇢ is large, and to the leading order w = 1 is a constant, corresponds

to the equation of state of a free massless scalar field, which we introduced as the relational

time. In fact, substituting w = 1 back into its definition (16), simple algebraic manipulation

shows that
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V
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00
� (V )2

V 2
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d

d�

✓
V

0
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hence V
0
/V = const which characterizes the FLRW equation using relational language in

the presence of a free massless field [22].

To the next order of ⇢, we can approximate w as

w = 1 +
2E

m2⇢2
. (18)
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• late times: as universe expands, interactions become more relevant, until they drive evolution
accelerated cosmological expansion
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FIG. 3. The behaviour of w in the two modes case, where both modes have only one interaction

term. Blue solid line shows the case where �11 < �21, while for red dashed line we have �11 =

�21. Black dotted lines show w = 1 and the phantom divide w = �1. Parameters are same as in

figure 1 with additional ones are �1 = �10�8
, µ1 = 0, µ2 = 0, n1 = n2 = 6 and �2 = �9.5⇥ 10�8

for �11 < �21, �2 = �9.5725⇥ 10�8 for �11 = �21.

One may then worry about whether this e↵ective phantom energy, like in many field

theoretic models, leads to a Big Rip singularity at later times also in our model. We will

discuss this issue in the next section, showing that the e↵ective energy density ⇢ , defined

from the equation of state w, remains bounded in our model, tending towards to a finite

value at asymptotically large volumes. To see this, we need some further approximation for

the equation of state w, which we anticipate here.

Since �11 < �21, and for large volume we have � ! �11, we see that ⇢2 is nearly a

constant given by ⇢2(�11). Using the solution (43), we get

⇢2(�11) =

 
1

2

r
��2

3

!� 1
2

1

(�21 � �11)
1
2

.

Furthermore, when � ! �11 the first mode ⇢1 would be much larger than ⇢2, hence in

computing the total volume we can ignore ⇢2 and let V = V1⇢21. Inserting this approximate

expression back in the expression for w, we get

w = �1�
b

V
, (47)

where b = 4V2⇢2(�11) is a constant. Notice again that b > 0, thus we have w < �1, and

the phantom divide w = �1 is being crossed.
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some results 
(among many....)

GFT cosmology

general analysis specialized to specific models (EPRL, BC GFTs)

• early-time acceleration (inflation) of pure QG origin possible - but hard to switch off

however, QG affects dynamics of inflaton T. Landstätter, L. Marchetti, DO, to appear

M. Assanioussi, G. Calcagni, A. Calcinari, M. De Cesare, G. Chirco, R. Dekhil, F. 
Gerhardt, S. Gielen, A. Jercher, I. Kotecha, S. Liberati, L. Marchetti, DO, X. Pang, A. 
Pithis, A. Polaczek, M. Sakellariadou, L. Sindoni, A. Tomov, Y. Wang, E. Wilson-Ewing, ....

• very early times: very small volume - QG interactions subdominant

for large class of states:

These e↵ective Friedmann equations for the GFT condensate include the correct classical
limit (i.e., they reproduce the standard Friedmann equations of general relativity, justi-
fying their name), as shall be shown in Sec. VC, as well as some quantum corrections
coming from the microscopic GFT theory. Interestingly, some of these corrections have
a clear geometric meaning, which shall be discussed shortly. From these equations, it is
possible to solve for the dynamics of the total volume, given some initial state �j(�o) at
an initial time �o.

An important point here is that, for the energy density of the massless scalar field,
which is defined in terms of the expectation values of scalar field momentum and volume
operators as

⇢ =
⇡2
�

2V 2
=

~2(
P

j Qj)2

2(
P

j Vj⇢2j)
2
, (78)

to be non-zero, at least one of the Qj must be non-zero6. The condition that at least one
of the Qj be non-zero is necessary for the relational dynamics to be well-defined, and also
to ensure that the homogeneous and isotropic space-time is an FLRW space-time, not the
vacuum Minkowski space-time.

This restriction has important consequences. Obviously, the condition that at least one
of the Qj be non-zero is a necessary (although not su�cient) condition for the existence
of solutions with a good cosmological interpretation, and also for the consistency of the
relational description in the first place. On the other hand, this is not in itself a necessary
condition for the mathematical consistency of the condensate dynamics. This means that
there may be solutions which do not satisfy this condition, but are still mathematically
well-defined and within the regime of validity of the condensate hydrodynamics we are
studying. Therefore, this is an additional requirement beyond the assumptions for a
condensate which is necessary for the condensate state to be interpreted as a cosmological
space-time.

An open question is whether setting all Qj = 0 (but still having large ⇢j) gives
Minkowski space, in which case the condensate state would correspond to a large space-
time although there would be no relational dynamics. We comment further on the vacuum
limit in Sec. VI.

Requiring that the energy density of the massless scalar field be non-vanishing has a
very important consequence: since at least one Qj must be non-zero to have a solution
that can be interpreted as a cosmological space-time, it follows from (72) that at least
one ⇢j will always remain greater than zero. In turn, since V =

P
j Vj⇢2j , it follows that

V will always remain non-zero. Therefore, we find that for all cosmological solutions, the
volume will never become zero.

6 The energy density of the massless scalar field ⇢ —without an index j— is not to be confused with the

amplitude of �j(�) denoted by ⇢j , nor with the amplitude |�| of the total condensate wave function

� =
P

j �j .
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remains positive at all times
(with single turning point)

quantum bounce         
(no big bang singularity)!
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!I think this is a promising theory, 

but there is still very much to do

(i) More solid arguments that the classical limit is GR

(ii) Compute quantum corrections to Effective QFT scattering

(iii) IR renormalization?    Scaling   [Orsay group, Smerlak Bonzom]

(iv) Lorentzian structure?

(v) Open points in the definition (Edge splitting invariance?) [Bojowald Perez, Warsaw school]

(vi) Difficulties of low energy computation

(vii) Questions on the vertex expansion

(viii) Observable consequences?  Cosmology?  [Barrau, Mielczarek, Grain, Cailleteau, Ashtekar, Sloan]
and fluctuations remain under control)

• intermediate times: large volume - QG interactions still subdominant

under some (rather mild) conditions 
on parameters of GFT model

of isotropic GFT quanta) it is necessary to identify m2
j = 3⇡G for all j. For these val-

ues of mj, the GFT condensate dynamics reproduce the classical Friedmann equations of
general relativity. (As an aside, note that while it may be possible, at a specific relational
instant �o, to choose a di↵erent set of values for mj that also gives the correct limit,
this identification will not be preserved by the dynamics and hence the correct classical
Friedmann equations would in this case only be recovered in a small neighbourhood of
relational time around �o.)

The condition that m2
j = 3⇡G is a requirement on the form of the terms Aj and Bj that

are determined by the GFT action: if Bj/Aj 6= 3⇡G for some j, then it follows that the
correct Friedmann equations are not recovered in the classical limit. Note also that this
should be understood as a definition of G which arises as a hydrodynamic parameter and it
is thus a function of the microscopic GFT parameters, and not as an interpretation of the
microscopic parameters. This is an important conceptual point since this identification
has no reason to be valid in a generic regime of the dynamics (e.g., for non-condensate
GFT states) and may be di↵erent in other settings.

So, if all m2
j = 3⇡G, then the generalised Friedmann equations of the GFT condensate

become, in the classical limit,
✓
V 0

V

◆2

=
V 00

V
= 12⇡G, (81)

which are exactly the Friedmann equations of general relativity for a spatially flat FLRW
space-time with a massless scalar field �, used as a relational time (see Appendix A 1 for
details).

The solution to these equations of motion is the standard one of classical general
relativity,

V = Voe
±
p
12⇡G�, (82)

as expected, with the sign in the exponent depending on whether the universe is expanding
or contracting, and Vo depending on the initial conditions.

D. Single Spin Condensates

The other case where the equations of motion for V (�) can be solved exactly, and
for generic initial conditions, is when only one ⇢j is non-zero, which corresponds to a
condensate wave function that is very sharply (infinitely) peaked in j,

�j(�) = 0, for all j 6= jo. (83)

Then the sum over j in all of the expressions trivializes and an exact solution can be
found which includes quantum corrections.

40

~ classical Friedmann dynamics in GR 
(wrt relational clock, with effective 
Newton constant) - flat FRW(here written neglecting matter contribution)

DO, L. Sindoni, E. Wilson-Ewing, '16; 
L. Marchetti, DO, '20, '21

effective phantom-like dark energy (of pure QG origin)

+ asymptotic De Sitter universe

order-6 interactions
2 modes

• "phenomenological" approach:

for "emergent matter" component (of QG origin)

equation of state w = p /⇢ . In appendix A we show that using relational time w can be

written as

w = 3�
2V V

00

(V 0)2
, (16)

where V is the total volume where the 0 indicates the derivative respect to relational time

�. As an illustration, we consider the single mode case, in which

w =
�3Q2 + 4E⇢

2 +m
2
⇢
4 +

�
1� 4

n

�
�⇢

n+2 +
�
1� 4

n0

�
µ⇢

n0+2

�Q2 + 2E⇢2 +m2⇢4 �
2
n�⇢

n+2 �
2
n0µ⇢

n0+2
. (17)

In the free case � = µ = 0, w is simply

w =
�3Q2 + 4E⇢

2 +m
2
⇢
4

�Q2 + 2E⇢2 +m2⇢4
.

At the bounce, the denominator vanishes, �Q
2 + 2E⇢

2 +m⇢
4 = 0, which gives the value of

⇢ at the bounce

⇢b =
1

m

qp
E2 +m2Q2 � E.

Put this back into w we see that the numerator is negative, therefore w ! �1 near the

bounce. This means that after the bounce the universe expanded with large acceleration, as

we expected. Yet we can show that this accelerating phase ends quickly, leaving only a small

number of e-folds [5]. The situation is still the same even if we consider the contributions

from all modes, as we can see in section III.

For large volume, ⇢ is large, and to the leading order w = 1 is a constant, corresponds

to the equation of state of a free massless scalar field, which we introduced as the relational

time. In fact, substituting w = 1 back into its definition (16), simple algebraic manipulation

shows that

V
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�
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0

V

◆2

=
V V

00
� (V )2

V 2
=

d

d�

✓
V

0

V

◆
= 0,

hence V
0
/V = const which characterizes the FLRW equation using relational language in

the presence of a free massless field [22].

To the next order of ⇢, we can approximate w as

w = 1 +
2E

m2⇢2
. (18)
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• effective cosmological dynamics

X. Pang, DO, '21

• late times: as universe expands, interactions become more relevant, until they drive evolution
accelerated cosmological expansion
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FIG. 3. The behaviour of w in the two modes case, where both modes have only one interaction

term. Blue solid line shows the case where �11 < �21, while for red dashed line we have �11 =

�21. Black dotted lines show w = 1 and the phantom divide w = �1. Parameters are same as in

figure 1 with additional ones are �1 = �10�8
, µ1 = 0, µ2 = 0, n1 = n2 = 6 and �2 = �9.5⇥ 10�8

for �11 < �21, �2 = �9.5725⇥ 10�8 for �11 = �21.

One may then worry about whether this e↵ective phantom energy, like in many field

theoretic models, leads to a Big Rip singularity at later times also in our model. We will

discuss this issue in the next section, showing that the e↵ective energy density ⇢ , defined

from the equation of state w, remains bounded in our model, tending towards to a finite

value at asymptotically large volumes. To see this, we need some further approximation for

the equation of state w, which we anticipate here.

Since �11 < �21, and for large volume we have � ! �11, we see that ⇢2 is nearly a

constant given by ⇢2(�11). Using the solution (43), we get

⇢2(�11) =

 
1

2

r
��2

3

!� 1
2

1

(�21 � �11)
1
2

.

Furthermore, when � ! �11 the first mode ⇢1 would be much larger than ⇢2, hence in

computing the total volume we can ignore ⇢2 and let V = V1⇢21. Inserting this approximate

expression back in the expression for w, we get

w = �1�
b

V
, (47)

where b = 4V2⇢2(�11) is a constant. Notice again that b > 0, thus we have w < �1, and

the phantom divide w = �1 is being crossed.
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Foundations of TGFTs (and other 
"non-spatiotemporal QG") 

and  
Jaynes' maximal entropy principle



Possible foundations of TGFTs (and other "non-spatiotemporal QG")

how can the quantum dynamics be defined, from first principles?

(recall, lacking straightforward classical mechanics foundations as well as canonical quantization 
justification, due to absence of preferred temporal variable and due to non-local nature)


(also, TGFTs are not the result of quantizing, by any standard technique, classical GR)

• covariant (quantum statistical) path integral

treat TGFTs as statistical (field) systems, defined by a "equilibrium" probability distribution

probability distribution, in turn, defined by standard path integral in terms of "action" 



Possible foundations of TGFTs (and other "non-spatiotemporal QG")

how can the quantum dynamics be defined, from first principles?

(recall, lacking straightforward classical mechanics foundations as well as canonical quantization 
justification, due to absence of preferred temporal variable and due to non-local nature)


(also, TGFTs are not the result of quantizing, by any standard technique, classical GR)

• covariant (quantum statistical) path integral

treat TGFTs as statistical (field) systems, defined by a "equilibrium" probability distribution

probability distribution, in turn, defined by standard path integral in terms of "action" 

but how to choose it? and what is "equilibrium" in absence of time?

General problem in background independent (classical and) quantum gravity: what is 
"equilibrium" in absence of (preferred) temporal direction?

C. Rovelli, '12; G. Chirco, T. Josset, 
C. Rovelli, '15; I. Kotecha, '19

I. Kotecha, DO, '17; G. Chirco, 
I. Kotecha, DO, '18one strategy based on Jaynes' entropy maximization



one strategy for identifying/constructing equilibrium states, applied to TGFT context: 

TGFT (quantum) statistical mechanics 

3

triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1

V=0 sym

n⇣
H(1)

v ⌦H(2)
v ⌦ · · ·⌦H(V )

v

⌘o
, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):

h
'̂(~g) , '̂†(~g0)

i
= IG(~g,~g0)

⇥
'̂(~g) , '̂(~g0)

⇤
=

h
'̂
†(~g) , '̂†(~g0)

i
= 0 (3)

where IG(~g,~g0) ⌘
Qd

i=1 �(gi(g
0

i)
�1), and we used the notation ~g = (g1, .., gd).

In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4

�
, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
�
'̂, '̂

†
�
.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:

O
 =(�,J

(ab)
(ij) ,◆i)

('̂†) =
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@
Y

(i)

Z
[dgia]

1
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(�,J

(ab)
(ij) ,◆i)

(giag
�1
jb )

Y

i
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†(gia), (4)
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TGFT (quantum) statistical mechanics 

Jaynes' entropy maximization principle▸ Constrained maximisation of  
Shannon/von Neumann entropy 

 
   “thermodynamical characterisation” 

▸ Accommodates past proposals + Many crucial advantages + Interesting features 
 
— no use of conjectures, physical assumptions or interpretations (esp useful in QG) 
— versatile: classical/quantum, wide variety of observables 
— no use of a special energy or time variable, or Hamiltonian flow  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— information entropy more fundamental than energy 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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES
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Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
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to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:
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Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
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one strategy for identifying/constructing equilibrium states, applied to TGFT context: 

TGFT (quantum) statistical mechanics 

Jaynes' entropy maximization principle▸ Constrained maximisation of  
Shannon/von Neumann entropy 

 
   “thermodynamical characterisation” 

▸ Accommodates past proposals + Many crucial advantages + Interesting features 
 
— no use of conjectures, physical assumptions or interpretations (esp useful in QG) 
— versatile: classical/quantum, wide variety of observables 
— no use of a special energy or time variable, or Hamiltonian flow  
— if wish to, can extract modular flow encoding stationarity 
— information entropy more fundamental than energy 
— observer-dependent equilibrium 
— observer-dependent modular flow “thermal time” 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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L
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, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):
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In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4
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, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
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†
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.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:
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Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
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to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
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HF =

TGFT partition function DO, '13

applied to system of quantum simplices

13

Let us a consider a system of quantum tetrahedra with a model defined by a (self-adjoint) constraint operator Ĉ
defined on HF , and a generalised Gibbs state of the form,

⇢̂ =
1

Z
e��Ĉ , Z� = TrHF (e��Ĉ) (4.6)

where � is the Lagrange multiplier for hĈi = 0.
We can think of this state as the result of a maximisation of entropy with respect to a series of constraints hĈai = 0,

each one encoding a specific gluing interaction kernel. The form of the Gibbs state in (4.6) then results by coupling
the constraints via a global rescaling of the individual temperatures, along the line discussed in (2.15), so to give
Ĉ =

P
a
�a

� Ĉa.

Each Ĉa encodes a di↵erent coupling operator of given rank and combinatorial degeneracy. In this sense, we can
think of the individual relative temperatures �a/� as coupling constants in the sum

P
a
�a

� Ĉa, giving di↵erent weights
to the di↵erent gluing kernels, within a unique equilibrium distribution.

Particularly, a density operator with a contribution from a grand-canonical weight of the form eµN̂ , corresponds to
a statistical state with a varying particle number, where N̂ is the number operator associated with the Fock vacuum.
The corresponding partition function

Zµ,� = TrHF

h
e��(Ĉ�µN̂)

i
= TrHF

h
e��(

P
a
�a
� Ĉa� µ̃

� N̂)
i

(4.7)

provides the quantum counterpart of the expression (3.14) in III C.

B. Field theory of quantum tetrahedra

The Hilbert space HF
11 is generated by a set of ladder operators acting on the cyclic vacuum |0i, and satisfying

the algebra,

['̂(gI), '̂
⇤(g0J)] = �(gI , g

0
J) (4.8)

where � is an identity distribution on the space of smooth, complex-valued L2 functions on SU(2)4.
This formulation already hints at a second quantised language in terms of quantum fields of tetrahedra. This

language can indeed be applied to the whole statistical mechanics framework we have developed, in particular to the
partition function obtained in the previous section.

The way to obtain this field-theoretic reformulation is pretty standard. Indeed, the trace in the partition function
(4.6) can be evaluated using an overcomplete coherent state basis of (field) coherent states,

| i = e�
|| ||

2

2 e
R
SU(2)4  (gI)'̂⇤(gI) |0i . (4.9)

Here the states are labelled by  2 H and ||.|| is the L2 norm in H. This gives,

Z =

Z
[Dµ( ,  ̄)] h | e��Ĉ | i , (4.10)

where the resolution of identity is I =
R

[Dµ( ,  ̄)] | i h |, and the coherent state functional measure [42] is,

Dµ( ,  ̄) = [D D ̄] e�|| ||2 . (4.11)

This quantum statistical partition function can be reinterpreted as the partition function for a field theory (restricted
to complex-valued L2 fields) of the underlying quanta, which here are quantum tetrahedra [39]. This can be seen as
follows.

11 We remark that HF is the GNS representation space of the Fock algebraic state associated with a group field theory Weyl algebra
[22, 41].
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Generalized Gibbs Equilibrium

• If 9 absolute time, then statistical equilibrium unambiguously given
by: invariance under Hamiltonian, or generally by KMS condition

!⇢[A(↵t+i�B)] = !⇢[(↵tB)A], ⇢ = e��H/Z

• But @ standard time/energy in constrained systems, including in
non-perturbative quantum gravity ! open problem3

• Propose2,1 to use Jaynes’s4 maximum information entropy principle

maximize S[⇢] = �hln ⇢i⇢ such that h1i⇢ = 1 , hOai⇢ = Ua

⇢{�a} =
1

Z{�a}
e�

Pk
a=1 �aOa

• Least-biased probability distribution ⇢{�a} for microscopics, given
partial knowledge {Ua} of macroscopics
• Observer-dependent equilibrium
• Versatile procedure
· Oa can be geometric e.g. volume2, area
· no symmetry flow needed a priori, but can extract a modular flow

• Generalized temperatures {�a} 2 Rk, energies Ua = �@ lnZ{�}
@�a

Statistically Open Tetrahedron

• Extended symplectic space of geometries of an open tetrahedron

� = S2
A1
⇥ ...⇥ S2

A4
⇠= {(XI) 2 su(2)⇤4 , ||XI || = AI}

• Closure constraint for triangles (with areas AI) is a momentum map
associated with diagonal action of Lie group SU(2)

J : �! su(2)⇤ , J =
P4

I=1 XI

• Usually, Closure (strong) J = 0

• But here, Statistical closure1 (weak)

hJi⇢ = 0

• Then, least-biased statistical distribution is generalized Gibbs

⇢� =
1

Z�
e�J(�) , J(�) =

3X

a=1

�aJa

• Stationary wrt Hamiltonian vector field of co-momentum map J(�)

• Vector-valued temperature � 2 su(2)

• Generalization of Souriau’s5 Gibbs states to first class constraints

‘Atoms’ of Geometry & Statistical Mechanics

Many-Body Spacetime

• Emergence of macroscopic spacetime from
collective, interacting behaviour of many fun-
damental ‘atoms’ of space6

• Crucial role of statistical techniques and equi-
librium configurations

• Discrete space  ! La-
belled cellular complex, or
dual graph, or dual trian-
gulation [figure

7
]

• Discrete spacetime  ! La-

belled 2-complex, or dual fat

graph, or dual simplicial (poly-

hedral) complex [figure
7
]

Interactions: Gluing Constraints

C` = g(nI)g(mJ) = e , D` = X(nI) +X(mJ) = 0

A Statistical Framework

• Many-body mechanics of tetrahedra: non-local,

combinatorial and algebraic

• State space of N classical/quantum tetrahedra

�N = T ⇤(SU(2)4/SU(2))⇥N

HN = L2(SU(2)4/SU(2))⌦N

• Fock space of quantum tetrahedra

HF =
M

N�0

symHN

• Gluing interactions encode dynamics

• Statistical states: probability density distribu-

tions/operators on classical/quantum state space

• Gibbs equilibrium states: maximize information

entropy under given constraints

Gibbs States of Tetrahedra & Discrete Gravity

Statistical Classical Twisted Geometries

• Simplicial complex �, with N tetrahedra, L shared triangles with
T ⇤(SU(2)) data  ! twisted geometry 2 �N with SU(2)- and su(2)⇤-
valued, area-matching gluing constraints {C`,a = 0, D`,a = 0}�

• Statistical relaxation of gluing {hC`,ai = 0, hD`,ai = 0}�

⇢{�,↵,�} / e�
PL
`=1

P3
a=1 ↵`,aC`,a+�`,aD`,a ⌘ e�G�(↵,�)

6L R-valued temperatures, with ↵`,�` 2 R3 controlling each triangle
• N -particle interaction potential G� , associated with � combinatorics
• Include several different interaction terms, for a fixed N

⇢N =
1

ZN (�� ,↵,�)
e�

P
{�}N

1
Aut(�)��G�(↵,�)

• Generalize to number changing (grand-canonical) dynamics

Z(µ,�� ,↵,�) =
X

N

eµNZN (�� ,↵,�)

Statistical Field Theory of Quantum Tetrahedra

• Ladder operators '̂(~g), '̂†(~g) on HF

• Fock vacuum '̂(~g) |0i = 0, for all ~g 2 SU(2)4

• Use a basis of field coherent states

| i = e�
|| ||2

2 e
R
SU(2)4 d~g  (~g)'̂†(~g) |0i , '̂(~g) | i =  (~g) | i

• For dynamical constraint operator Ĉ, & effective dynamics hĈi⇢ = 0

Z = TrHF (e
��Ĉ) =

Z
[Dµ( ,  ̄)] h | e��Ĉ | i

=

Z
[Dµ( ,  ̄)](e��h |Ĉ| i + h | : po('̂, '̂†,�) : | i)

• Effective statistical field theory Z ⇡ Zeff =
R
[Dµ( ,  ̄)]e�Ceff( , ̄)

• Zeff generates 2-complexes (discrete spacetimes) as Feynman diagrams;
defines group field theory models of quantum gravity

References:
1
Chirco, Kotecha, Oriti 2019 (PRD, arXiv:1811.00532);

2
Kotecha, Oriti 2018 (NJP, arXiv:1801.09964);

3
Rovelli 2013 (PRD, arXiv:1209.0065);

4
Jaynes 1957 I,II (Phys. Rev.);

5
Souriau 1969 (Dunod, Paris), Marle 2016 (Entropy);

6
Oriti, 2017 (arXiv:1710.02807);

7
Rovelli 2011 (arXiv:1102.3660)

various choices for C 

(determine TGFT model): 

geometric operators, 
dynamical constraints, ....

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
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⇥
I) + ⇥
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�⇧̂(gI)
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Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
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�V5
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
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�V5
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
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⇥
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�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
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⇥
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⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:
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1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
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|0⇧ . (19)
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We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find
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We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.
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triangulations (quantum gravity as a sum over random lattices) [8] and the main idea of quantum
Regge calculus[6] (quantum gravity as a sum over geometric data assigned to a give lattice).

In the following we will highlight structures and concepts shared with other ways of doing loop
quantum gravity, as well as points of departure and new concepts brought in by the GFT refor-
mulation. We will also discuss how GFTs cast the problem of defining a background independent
theory of quantum gravity based on LQG ideas in a more or less standard QFT language. This
allows the use of several powerful tools, to realise concretely the suggestive notion of ‘atoms of
quantum space’and to treat spacetime, indeed, like a condensed matter (or many-atom) quantum
system, suggesting new lines of developments.

GFT KINEMATICS: HILBERT SPACE AND OBSERVABLES

Fock space of quantum states - The Hilbert space of states for single-field GFTs is a
Fock space built out of a fundamental ‘single-atom’ Hilbert space Hv = L

2(G⇥d): F(Hv) =
L

1

V=0 sym

n⇣
H(1)

v ⌦H(2)
v ⌦ · · ·⌦H(V )

v

⌘o
, where sym indicates symmetrisation with respect to

the permutation group SV [16]. This encodes a bosonic statistics for field operators (other possibil-
ities can be considered [17, 18], but they have not been used in the spin foam and LQG context):

h
'̂(~g) , '̂†(~g0)

i
= IG(~g,~g0)

⇥
'̂(~g) , '̂(~g0)

⇤
=

h
'̂
†(~g) , '̂†(~g0)

i
= 0 (3)

where IG(~g,~g0) ⌘
Qd

i=1 �(gi(g
0

i)
�1), and we used the notation ~g = (g1, .., gd).

In quantum gravity models the group G is chosen to be the local gauge group of gravity in the
appropriate space-time dimension and signature, i.e. G = SU(2), SL(2,R) in 3 dimensions and
G = Spin(4), SL(2,C) in dimension 4 (or their rotation subgroup SU(2), in order to connect with
LQG).

Each Hilbert space Hv provides the space of states of a single ”quantum” of the GFT field, a
quantum gravity ‘atom’. It can be understood as a fundamental spin network vertex, represented
by a node with d outgoing links (ending up in 1-valent nodes), labelled by group elements, or as
a 3-cell (polyhedron) with d boundary faces. This just a pictorial representation. Whether the
states represent quantum gravity spin network vertices or geometric polyhedra depends on the
type of data they carry and the dynamics they satisfy. For G = SU(2), and with the closure
condition '(gI) = '(hgI) 8h 2 G imposed on the fields, however, the polyhedral interpretation
is justified and the same is true for G = SL(2,C) and G = Spin(4) with simplicity constraints and
closure conditions correctly imposed. In particular, for d = 4, the GFT quanta represent quantum
tetrahedra, about which a lot is known in the spin foam literature [19]. In this last case, the basic
Hilbert space is Hv =

L
Ji2N/2 Inv

�
HJ1 ⌦ ...⌦HJ4

�
, where each HJi is the Hilbert space of an

irreducible unitary representation of SU(2) labeled by the half-integer Ji.

Quantum observables - Kinematical observables are functionals of the field operators O
�
'̂, '̂

†
�
.

Of special importance are polynomial observables, whose evaluation in the vacuum state defines
to GFT n-point functions[20]. Any convolution of a finite number of GFT field operators with
appropriate kernels would define one such observable, as in any quantum field theory. The pecu-
liarity of GFTs, with respect to ordinary QFTs, is the possibility for these kernels to have a richer
combinatorial structure, involving a non-local pairing of field arguments, i.e. relating only a subset
of the d arguments of a given GFT field with a subset of the arguments of a di↵erent one. Of
particular interest for LQG are ‘spin network observables’:

O
 =(�,J

(ab)
(ij) ,◆i)

('̂†) =

0

@
Y

(i)

Z
[dgia]

1

A 
(�,J

(ab)
(ij) ,◆i)

(giag
�1
jb )

Y

i

'̂
†(gia), (4)
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HF =

note: Jaynes' principle (and entropy) is epistemic: role of observer/epistemic agent

TGFT partition function DO, '13

applied to system of quantum simplices

13

Let us a consider a system of quantum tetrahedra with a model defined by a (self-adjoint) constraint operator Ĉ
defined on HF , and a generalised Gibbs state of the form,

⇢̂ =
1

Z
e��Ĉ , Z� = TrHF (e��Ĉ) (4.6)

where � is the Lagrange multiplier for hĈi = 0.
We can think of this state as the result of a maximisation of entropy with respect to a series of constraints hĈai = 0,

each one encoding a specific gluing interaction kernel. The form of the Gibbs state in (4.6) then results by coupling
the constraints via a global rescaling of the individual temperatures, along the line discussed in (2.15), so to give
Ĉ =

P
a
�a

� Ĉa.

Each Ĉa encodes a di↵erent coupling operator of given rank and combinatorial degeneracy. In this sense, we can
think of the individual relative temperatures �a/� as coupling constants in the sum

P
a
�a

� Ĉa, giving di↵erent weights
to the di↵erent gluing kernels, within a unique equilibrium distribution.

Particularly, a density operator with a contribution from a grand-canonical weight of the form eµN̂ , corresponds to
a statistical state with a varying particle number, where N̂ is the number operator associated with the Fock vacuum.
The corresponding partition function

Zµ,� = TrHF

h
e��(Ĉ�µN̂)

i
= TrHF

h
e��(

P
a
�a
� Ĉa� µ̃

� N̂)
i

(4.7)

provides the quantum counterpart of the expression (3.14) in III C.

B. Field theory of quantum tetrahedra

The Hilbert space HF
11 is generated by a set of ladder operators acting on the cyclic vacuum |0i, and satisfying

the algebra,

['̂(gI), '̂
⇤(g0J)] = �(gI , g

0
J) (4.8)

where � is an identity distribution on the space of smooth, complex-valued L2 functions on SU(2)4.
This formulation already hints at a second quantised language in terms of quantum fields of tetrahedra. This

language can indeed be applied to the whole statistical mechanics framework we have developed, in particular to the
partition function obtained in the previous section.

The way to obtain this field-theoretic reformulation is pretty standard. Indeed, the trace in the partition function
(4.6) can be evaluated using an overcomplete coherent state basis of (field) coherent states,

| i = e�
|| ||

2

2 e
R
SU(2)4  (gI)'̂⇤(gI) |0i . (4.9)

Here the states are labelled by  2 H and ||.|| is the L2 norm in H. This gives,

Z =

Z
[Dµ( ,  ̄)] h | e��Ĉ | i , (4.10)

where the resolution of identity is I =
R

[Dµ( ,  ̄)] | i h |, and the coherent state functional measure [42] is,

Dµ( ,  ̄) = [D D ̄] e�|| ||2 . (4.11)

This quantum statistical partition function can be reinterpreted as the partition function for a field theory (restricted
to complex-valued L2 fields) of the underlying quanta, which here are quantum tetrahedra [39]. This can be seen as
follows.

11 We remark that HF is the GNS representation space of the Fock algebraic state associated with a group field theory Weyl algebra
[22, 41].

Statistical Equilibrium of Tetrahedra from
Maximum Entropy Principle1

Isha Kotecha, Goffredo Chirco, Daniele Oriti

Max Planck Institute for Gravitational Physics (Albert Einstein Institute), Potsdam-Golm, Germany

Generalized Gibbs Equilibrium

• If 9 absolute time, then statistical equilibrium unambiguously given
by: invariance under Hamiltonian, or generally by KMS condition

!⇢[A(↵t+i�B)] = !⇢[(↵tB)A], ⇢ = e��H/Z

• But @ standard time/energy in constrained systems, including in
non-perturbative quantum gravity ! open problem3

• Propose2,1 to use Jaynes’s4 maximum information entropy principle

maximize S[⇢] = �hln ⇢i⇢ such that h1i⇢ = 1 , hOai⇢ = Ua

⇢{�a} =
1

Z{�a}
e�

Pk
a=1 �aOa

• Least-biased probability distribution ⇢{�a} for microscopics, given
partial knowledge {Ua} of macroscopics
• Observer-dependent equilibrium
• Versatile procedure
· Oa can be geometric e.g. volume2, area
· no symmetry flow needed a priori, but can extract a modular flow

• Generalized temperatures {�a} 2 Rk, energies Ua = �@ lnZ{�}
@�a

Statistically Open Tetrahedron

• Extended symplectic space of geometries of an open tetrahedron

� = S2
A1
⇥ ...⇥ S2

A4
⇠= {(XI) 2 su(2)⇤4 , ||XI || = AI}

• Closure constraint for triangles (with areas AI) is a momentum map
associated with diagonal action of Lie group SU(2)

J : �! su(2)⇤ , J =
P4

I=1 XI

• Usually, Closure (strong) J = 0

• But here, Statistical closure1 (weak)

hJi⇢ = 0

• Then, least-biased statistical distribution is generalized Gibbs

⇢� =
1

Z�
e�J(�) , J(�) =

3X

a=1

�aJa

• Stationary wrt Hamiltonian vector field of co-momentum map J(�)

• Vector-valued temperature � 2 su(2)

• Generalization of Souriau’s5 Gibbs states to first class constraints

‘Atoms’ of Geometry & Statistical Mechanics

Many-Body Spacetime

• Emergence of macroscopic spacetime from
collective, interacting behaviour of many fun-
damental ‘atoms’ of space6

• Crucial role of statistical techniques and equi-
librium configurations

• Discrete space  ! La-
belled cellular complex, or
dual graph, or dual trian-
gulation [figure

7
]

• Discrete spacetime  ! La-

belled 2-complex, or dual fat

graph, or dual simplicial (poly-

hedral) complex [figure
7
]

Interactions: Gluing Constraints

C` = g(nI)g(mJ) = e , D` = X(nI) +X(mJ) = 0

A Statistical Framework

• Many-body mechanics of tetrahedra: non-local,

combinatorial and algebraic

• State space of N classical/quantum tetrahedra

�N = T ⇤(SU(2)4/SU(2))⇥N

HN = L2(SU(2)4/SU(2))⌦N

• Fock space of quantum tetrahedra

HF =
M

N�0

symHN

• Gluing interactions encode dynamics

• Statistical states: probability density distribu-

tions/operators on classical/quantum state space

• Gibbs equilibrium states: maximize information

entropy under given constraints

Gibbs States of Tetrahedra & Discrete Gravity

Statistical Classical Twisted Geometries

• Simplicial complex �, with N tetrahedra, L shared triangles with
T ⇤(SU(2)) data  ! twisted geometry 2 �N with SU(2)- and su(2)⇤-
valued, area-matching gluing constraints {C`,a = 0, D`,a = 0}�

• Statistical relaxation of gluing {hC`,ai = 0, hD`,ai = 0}�

⇢{�,↵,�} / e�
PL
`=1

P3
a=1 ↵`,aC`,a+�`,aD`,a ⌘ e�G�(↵,�)

6L R-valued temperatures, with ↵`,�` 2 R3 controlling each triangle
• N -particle interaction potential G� , associated with � combinatorics
• Include several different interaction terms, for a fixed N

⇢N =
1

ZN (�� ,↵,�)
e�

P
{�}N

1
Aut(�)��G�(↵,�)

• Generalize to number changing (grand-canonical) dynamics

Z(µ,�� ,↵,�) =
X

N

eµNZN (�� ,↵,�)

Statistical Field Theory of Quantum Tetrahedra

• Ladder operators '̂(~g), '̂†(~g) on HF

• Fock vacuum '̂(~g) |0i = 0, for all ~g 2 SU(2)4

• Use a basis of field coherent states

| i = e�
|| ||2

2 e
R
SU(2)4 d~g  (~g)'̂†(~g) |0i , '̂(~g) | i =  (~g) | i

• For dynamical constraint operator Ĉ, & effective dynamics hĈi⇢ = 0

Z = TrHF (e
��Ĉ) =

Z
[Dµ( ,  ̄)] h | e��Ĉ | i

=

Z
[Dµ( ,  ̄)](e��h |Ĉ| i + h | : po('̂, '̂†,�) : | i)

• Effective statistical field theory Z ⇡ Zeff =
R
[Dµ( ,  ̄)]e�Ceff( , ̄)

• Zeff generates 2-complexes (discrete spacetimes) as Feynman diagrams;
defines group field theory models of quantum gravity
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various choices for C 

(determine TGFT model): 

geometric operators, 
dynamical constraints, ....

Simple GFT condensates as homogeneous continuum geometries (not encoding any topological information)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)
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⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
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) = 0 . (23)
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:

⌅
d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g

⇥⇥
I )⇤(gIg

⇥⇥
I
�1

) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇤cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⌦ := exp (⌅̂) |0⌦ , |⇤⌦ := exp
⇥
⇤̂
⇤
|0⌦ . (19)

|⌅⌦ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⌦
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
I)⇧(g

⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅

d4g⇥ K̂(gI , g
⇥
I)⇧̂(g

⇥
I) + ⇥

�V̂5

�⇧̂(gI)
= 0 . (21)

Since |⌅⌦ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⌦
it becomes a non-linear equation for ⌅:
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d4g⇥ K̂(gI , g

⇥
I)⌅(g

⇥
I) + ⇥

�V5

�⇧(gI)

���
⇥=�

= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⌦ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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Quantum GFT condensates

two simple choices of quantum GFT condensate states 

(homogeneous continuum quantum spacetimes)

single-particle condensate
(Gross-Pitaevskii approximation)

two-particle dipole condensate
(Bogoliubov approximation)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
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leading to the quantum equation of motion
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Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
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) = 0 . (23)

3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
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leading to the quantum equation of motion
⌅
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Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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⇥⇥
I
�1
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3

to a transformation of gij under the adjoint action of
GL(3), which transforms physically distinct metrics into
each other. Any notion of homogeneity also depends on
the embedding.

We address both of those issues by recalling that the
group G carries a natural basis of vector fields, the left-
invariant vector fields. Fixing a G-invariant inner prod-
uct in the Lie algebra g this basis is unique up to the
action of O(3). We now demand that the embedded tetra-
hedra are aligned with the left-invariant vector fields,

vi(m) = ei(xm), (14)

where {ei} are the vector fields on M obtained by push-
forward of a basis of left-invariant vector fields on G.

The definition (13) of the physical metric now reads

gij(m) = g(xm)(ei(xm), ej(xm)) , (15)

so that gij(m) are the metric components in the frame
{ei}. In this frame a homogeneous metric will be one
with constant coe⇥cients. We can then say that a dis-
crete geometry of N tetrahedra, specified by the data
gij(m), is compatible with spatial homogeneity if

gij(m) = gij(k) ⌅k,m = 1, . . . , N. (16)

This criterion only uses intrinsic geometric data and does
not depend on any embedding information apart from
the choice of G. It is a very natural notion of spatial
homogeneity in the discrete context.

A discrete geometry compatible with spatial homo-
geneity is in addition compatible with spatial isotropy
if G = R3, SU(2) or Hom(2) and gij = a2 �ij for some a.

Statements about the metric at a finite number of
points are in general physically meaningless. Our inter-
pretation is to view the information given by knowing the
metric at N points as a sampling of an underlying contin-
uous geometry; if the points are distributed in a region of
size L (measured with respect to a background metric),
we can sample wavenumbers up to N1/3/L. In this sense
our criterion for homogeneity is, at any N , an approxi-
mation to the definition for continuous geometries.

We can say more if we think of N as variable: Consider
a compact region of M whose geometry is approximated
better and better by letting N increase, leading to di�er-
ent sets of discrete data for each N . If (16) holds for all
of these sets of data, i.e. for any N , the spatial geometry
is homogeneous to arbitrary accuracy.

In the quantum theory, we can identify a quantum
state which is a superposition of states of N tetrahedra
all satisfying (16), for all N , as representing a continuum
homogenous geometry with metric (15). In many-body
quantum mechanics, second-quantized coherent states
have this property: We interpret second-quantized co-
herent states in GFT, corresponding to a macroscopic
occupation of a single-tetrahedron configuration, as de-
scribing continuum homogeneous geometries.

Cosmological dynamics. — The GFT dynamics de-
termines the evolution of such states. In addition to
the gauge invariance (1), we require that the state is in-
variant under right multiplication of all group elements,
gI ⇤� gI h, corresponding to invariance under (8) so that
the state only depends on gauge-invariant data.
Assuming that the simplicity constraints have been im-

plemented by (6), ⇧ is a field on SU(2)4 and we require
this additional symmetry under the action of SU(2). It
can be imposed on a one-particle state created by

⌅̂ :=

⌅
d4g ⌅(gI)⇧̂

†(gI) (17)

if we require ⌅(gIk) = ⌅(gI) for all k ⇥ SU(2); with-
out loss of generality ⌅(k⇥gI) = ⌅(gI) for all k⇥ ⇥ SU(2)
because of (1).
A second possibility is to use a two-particle operator

which automatically has the required gauge invariance:

⇤̂ :=
1

2

⌅
d4g d4h ⇤(gIh

�1
I )⇧̂†(gI)⇧̂

†(hI), (18)

where due to (1) and [⇧̂†(gI), ⇧̂†(hI)] = 0 the function ⇤
can be taken to satisfy ⇤(gI) = ⇤(kgIk⇥) for all k, k⇥ in
SU(2) and ⇤(gI) = ⇤(g�1

I ). ⇤ is a function on the gauge-
invariant configuration space of a single tetrahedron.
We then consider two types of candidate states for

macroscopic, homogeneous configurations of tetrahedra:

|⌅⇧ := exp (⌅̂) |0⇧ , |⇤⇧ := exp
⇥
⇤̂
⇤
|0⇧ . (19)

|⌅⇧ corresponds to the simplest case of single-particle con-
densation with gauge invariance imposed by hand; |⇤⇧
automatically has the right gauge invariance.
Let us consider generic GFT models in four dimen-

sions, whose actions consist of a kinetic term and an in-
teraction quintic (but otherwise general) in the field ⇧:

S[⇧] =
1

2

⌅
d4g d4g⇥ ⇧(gI)K̂(gI , g

⇥
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⇥
I) + ⇥V5[⇧] (20)

leading to the quantum equation of motion
⌅
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�⇧̂(gI)
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Since |⌅⇧ is an eigenstate of ⇧̂(gI), when (21) acts on |⌅⇧
it becomes a non-linear equation for ⌅:
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= 0 . (22)

We are then in a scenario similar to the one of [3].
On the state |⇤⇧ all odd correlation functions vanish.

The two terms in (21) can then give independent con-
straints on the function ⇤: Multiplying (21) with a field
operator and taking an expectation value, we find

⌅
d4g⇥⇥ K̂(g⇥I , g
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) = 0 . (23)

•  simplest
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QG, (quantum) information and computation

• both semiclassical considerations and QG formalisms suggest that  
• spacetime and gravity as we known them are not fundamental, but emergent, collective notions 
• the universe is a (peculiar, background independent) quantum many-body system of pre-geometric "entities"

• several QG formalisms (eg TGFTs) have combinatorial and algebraic quantum structures as quantum states: 
quantized simplicial structures & spin networks

• these quantum states can be framed as quantum circuits

• in the same QG formalisms (eg TGFTs), possible dynamical processes take the form of spin foam models 
(or algebraic versions of lattice gravity path integrals)

• spin foam models can be recast as quantum causal histories 
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QG STATES AS BULK/BOUNDARY MAPS

Possible viewpoints for Tn1...nd :

n1...nd output

state T 2 H@N

a = {n1, ..., nk} input, b = {nk+1, ..., nd} output

map T : H(@N)a ! H(@N)b

Similarly,

GFT state |'�i 2 Hb ⌦H@� (specific assignment of edge spins!),

Hb =
VO

v=1

Inv

2

4
dO

i=1

Vjvi

3

5 bulk (set of intertwiners), H@� =
O

ev
i 2@�

Vjvi boundary

defines a bulk-to-boundary map:

M :Hb ! H@�

|⇣i ! M |⇣i = h⇣|'�i = |'@�(⇣)i
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QG, (quantum) information and computation

• both semiclassical considerations and QG formalisms suggest that  
• spacetime and gravity as we known them are not fundamental, but emergent, collective notions 
• the universe is a (peculiar, background independent) quantum many-body system of pre-geometric "entities"

• several QG formalisms (eg TGFTs) have combinatorial and algebraic quantum structures as quantum states: 
quantized simplicial structures & spin networks

• these quantum states can be framed as quantum circuits

• in the same QG formalisms (eg TGFTs), possible dynamical processes take the form of spin foam models 
(or algebraic versions of lattice gravity path integrals)

• spin foam models can be recast as quantum causal histories 
• quantum causal histories can be framed as quantum circuits

so: is the universe a quantum computer?
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so: is the universe a quantum computer?

standpoint and general perspective: an epistemic view on physical laws and the role of agency (see later)

• laws of nature are the product of intelligent agents; their role is irreducible and not negligible (outside ideaiizations)

• epistemic nature of laws and role of intelligent agents has concrete implication for 
(our understanding and formulation of) fundamental physics

• resonances with (and inclinations towards) epistemic perspectives on QM

• epistemic perspective on (dynamical) quantum causality, 
as foundation of quantum geometry

• perspective on implementation of causality in spin foam models, 
lattice quantum gravity, group field theory and loop quantum gravity
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so: is the universe a quantum computer?

standpoint and general perspective: an epistemic view on physical laws and the role of agency (see later)

• laws of nature are the product of intelligent agents; their role is irreducible and not negligible (outside ideaiizations)

• epistemic nature of laws and role of intelligent agents has concrete implication for 
(our understanding and formulation of) fundamental physics

• resonances with (and inclinations towards) epistemic perspectives on QM

• epistemic perspective on (dynamical) quantum causality, 
as foundation of quantum geometry

• perspective on implementation of causality in spin foam models, 
lattice quantum gravity, group field theory and loop quantum gravity

the universe is (largely) what we think it is (or what we model it as)

• in the QG context, we have no spacetime notions to rely on 
• we have to think the world (and model it) without spacetime

in fundamental QG: 

• without spacetime, we are left with combinatorics, algebra and information processing

• (quantum) computers are abstract models of (quantum) information processing, and of our own reasoning

the universe is (largely) what we think it is, and we think like computers

the quantum (non-spatiotemporal) universe is naturally modeled as a quantum computer



Foundations and interpretations of 
Quantum Mechanics

the foundational issues in Quantum Mechanics

and how Quantum Gravity changes them
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QG requires abandoning/generalizing (one or more) basic principles of QM and QFT

probably worse in "emergent spacetime" scenarios

locality, unitarity, local Lorentz symmetry?

Quantum Gravity meets Quantum Foundations

even if we focus mostly on spacetime (gravitational) aspects of QG, our understanding of QM needs to be re-assessed 

topics in quantum foundations of interest for QG

indefinite causality

quantum reference frames

generalised probability theories

beyond unitary quantum evolution

two directions at theoretical/mathematical level: 

• how to generalize QM in presence of key (expected) aspects of QG? 

• which generalization of QM give best framework for QG?

.......

but QG generalization 
will necessarily impact 
also QM interpretation!
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1. measurement problem (what is the collapse of wavefunction?) 2. nature of quantum states (are they real?)

epistemic quantum 
states

quantum states are not part of reality of system; they 
represents knowledge, information or beliefs about system

wavefunction collapse is 
just information updating

many-worlds interpretationdynamical collapse models

ontic quantum states quantum states are elements of reality; they are real properties of system

Bohmian mechanics
wavefunction collapse is physical process, 
QM should be modified to describe it

there is no wavefunction collapse, every 
measurement outcome actually occurs

over a (hidden) ontic state space

(hidden variables formulations)

(Bohmian mechanics, Spekkens' models)

there is an underlying level 
of objective reality

stand alone

epistemic-pragmatist perspectives
(or "neo-Copenhagen")

J. Pienaar, '21; A. Barzegar, DO, '22

(Relational QM, Müller's interpretation, Healey's 
interpretation, Brukner-Zeilinger interpretation, QBism)there are only relative 

(to observer) facts
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QM interpretations: impact of QG considerations

over a (hidden) ontic state space

(hidden variables formulations)

stand alone

epistemic-pragmatist perspectives
(or "neo-Copenhagen")

ontic quantum states quantum states are elements of reality; they are real properties of system

Bohmian mechanics

epistemic quantum 
states

quantum states are not part of reality of system; they 
represents knowledge, information or beliefs about system

(Bohmian mechanics, Spekkens' models)

(Relational QM, Müller's interpretation, 
Healey's interpretation, Brukner-Zeilinger 
interpretation, QBism)

many-worlds interpretationdynamical collapse models
straightforward  generalization 
to QG context, but even weirder

very difficult  generalization to relativistic and QG context: need 
to argue that gravity stays classical or relativity only apparent

underlying ontology is 
not spatiotemporal observer very far from object (no direct 

experience) 
epistemic aspects (not operational) 
are even more dominant



Laws of nature

S. Hartmann, DO, in prog

what are they?

are they objective and intrinsic to the world or epistemic in nature?

and how does QG change the story?

V. Lam, DO, in prog.

very long-standing issue in philosophy (phil. science, epistemology, metaphysics, ...)

(Armstrong, Ayer, Callender, Cartwright, Cohen, Dretske, Giere, Hüttermann, 
Lewis, Maudlin, Mill, Psillos, Ramsey, Skyrms, Van Frassen, ........)

vague notion: "general relations among properties of physical systems"



• Ontological picture: fundamental basis of non-modal facts, on which laws (and everything 
else…) supervene


• Humean basis (D. Lewis): distribution of fundamental intrinsic properties over spacetime.  
- Spacetime relations as ‘world-making’ (or ‘gluing’) relations.

Humeanism "laws as patterns of facts in the world (and in spacetime)"
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Regularity theory

The Leading Idea

Laws state what universally is the case. The law “all planets move on
elliptical orbits” says that all planets move on elliptical orbits, no more and
no less; that is, a law states what invariably happens.

“. . . all that is required for there to be a law in nature is the existence of
de facto regularities. In the most straightforward case, the constancy
consists in the fact that events, or properties, or processes of di↵erent
types are invariably conjoined with one another.” (A.J. Ayer: ‘What is a
Law of Nature?’)

There is no necessity:

“There is no compulsion making one thing happen because another has
happened. The only necessity that exists is logical necessity.”
(Wittgenstein: Tractatus 6.37)

Stephan Hartmann (MCMP) Laws of Nature 4 May 2020 5 / 19

regularities are out there, but is their lawfulness 
the result of an epistemic attitude toward them?but which regularities are laws and why?
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The Leading Idea

Laws state what universally is the case. The law “all planets move on
elliptical orbits” says that all planets move on elliptical orbits, no more and
no less; that is, a law states what invariably happens.

“. . . all that is required for there to be a law in nature is the existence of
de facto regularities. In the most straightforward case, the constancy
consists in the fact that events, or properties, or processes of di↵erent
types are invariably conjoined with one another.” (A.J. Ayer: ‘What is a
Law of Nature?’)

There is no necessity:

“There is no compulsion making one thing happen because another has
happened. The only necessity that exists is logical necessity.”
(Wittgenstein: Tractatus 6.37)

Stephan Hartmann (MCMP) Laws of Nature 4 May 2020 5 / 19

regularities are out there, but is their lawfulness 
the result of an epistemic attitude toward them?but which regularities are laws and why?

Best systems

Solution to the Problem

Idea: “De-epistemologize” this conception of law.

This plan was worked out by David K. Lewis.

D. K. Lewis: Counterfactuals

“[. . . ] a contingent generalization is a law of nature if and only if it
appears as a theorem (or axiom) in each of the true deductive systems
that achieves a best combination of simplicity and strength.”

Stephan Hartmann (MCMP) Laws of Nature 4 May 2020 7 / 22

laws as propositions in the best 
systematizations of regularities

but how to "measure" simplicity and strength? are they subjective? essential epistemic elements



• Ontological picture: fundamental basis of non-modal facts, on which laws (and everything 
else…) supervene


• Humean basis (D. Lewis): distribution of fundamental intrinsic properties over spacetime.  
- Spacetime relations as ‘world-making’ (or ‘gluing’) relations.

Humeanism "laws as patterns of facts in the world (and in spacetime)"

Regularity theory

The Leading Idea

Laws state what universally is the case. The law “all planets move on
elliptical orbits” says that all planets move on elliptical orbits, no more and
no less; that is, a law states what invariably happens.

“. . . all that is required for there to be a law in nature is the existence of
de facto regularities. In the most straightforward case, the constancy
consists in the fact that events, or properties, or processes of di↵erent
types are invariably conjoined with one another.” (A.J. Ayer: ‘What is a
Law of Nature?’)

There is no necessity:

“There is no compulsion making one thing happen because another has
happened. The only necessity that exists is logical necessity.”
(Wittgenstein: Tractatus 6.37)
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regularities are out there, but is their lawfulness 
the result of an epistemic attitude toward them?but which regularities are laws and why?

Best systems
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Primitivism/dispositionalism
• Ontological picture: some (irreducible) primitive modality gives rise to 

("produces") the spatiotemporal distribution of particular facts.  


- Primitivism (Maudlin): fundamental physical laws are ontological primitives 


- Dispositionalism: laws are grounded in the fundamentally dispositional or 

causal nature of properties. 



an strong epistemic view on laws is close to law antirealism:

can we be content with this blunt anti-realist view on laws?  

• only provided one can account for the many functions laws fulfil in science, without assuming their existence "out there"  

• this may require a different understanding of scientific explanations of natural phenomena, not metaphysically loaded, 
possibly more limited (empirical adequacy); scientific theories understood as "guiding clues" for belief about the world

Why laws are not real  

because that's the simplest solution of the conceptual problems raised by assuming they exist  

because they are simply not factual (they do not even represent observed facts) 

Van Frassen, Cartwright, 
Giere, ....

(scientific theories are collections of models, all "laws" actually used by scientists are approximate and 
ad hoc rules tailored to specific, limited situations, with no real claim of generality or fundamentality) 

S. Hartmann, DO, in prog
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any philosophical perspective on laws should be compatible with, informed from 
and possibly supported by our best scientific theories.

in any case:
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QG poses several new challenges to existing accounts of laws

any philosophical perspective on laws should be compatible with, informed from 
and possibly supported by our best scientific theories.

in any case:



• Humean basis: if spacetime is not fundamental, the traditional Humean "basis" is not fundamental


• More general challenge from quantum theory (Maudlin): quantum entanglement relations do not 

supervene on the Humean basis (are "non-local")  

Humeanism

• Crucial difficulty: what provides and how to characterise the Humean basis in a context without spacetime?   

• The non-spatio-temporal characterisation of the Humean basis will be based on fundamental QG entities   

• Some QG approaches suggest quantum entanglement relations (between  QG entities) as ‘gluing relations'
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• this could  be viable also in QG: laws will be theorems in our QG ‘best system’ 

• issue: neither the underlying Humean mosaic nor (most of) the theorems would refer to spacetime; 
theorems will be statements about ‘theoretical entities’ and severely underdetermined by observations

Best systems
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• These non-Humean conceptions operate against a primitive temporal and causal backgroundPrimitivism/
dispositionalism - Maudlin (2007, 182): “the total state of the universe is, in a certain sense, derivative: 

it is the product of the operation of the laws on the initial state”

• difficulty: how to articulate a non-temporal nomic production without spacetime?  

- QG ‘processes’ that could instantiate it: spin foam / GFT transition amplitudes; 
primitive combinatorial/algebraic structures endowed with fundamental dispositions. 

• difficulty: notion of ‘production’ seems to involve some ("causal") asymmetry 

• some form of ‘ordering’ in QG amplitudes should be present ("proto-causality")



• an epistemic view on laws could be more flexible to adapt to the absence of spacetime at the fundamental level 

• key challenge:  build a QG theory with strong explanatory power, despite being remote from experience (thus 
also far from operationalism) and underdetermined by observations 

• its laws will be grounded in its epistemic virtues, and so will be its suggested ontology 

• strongly relying (concerning non-directly observable QG entities) on epistemic tools of abstraction, 
imagination, counterfactuals, hypothetical reasoning, analogies

QG challenges to agent-first (epistemic) accounts (or law anti-realism)



Thank you for your attention!


