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The equation of state plays a critical role in the physics of the merger of two neutron stars. Recent
numerical simulations with microphysical equation of state suggest the outcome of such events
depends on the mass of the neutron stars. For less massive systems, simulations favor the formation
of a hypermassive, quasi-stable neutron star, whose oscillations produce a short, high frequency
burst of gravitational radiation. Its dominant frequency content is tightly correlated with the radius
of the neutron star, and its measurement can be used to constrain the supranuclear equation of state.
In contrast, the merger of higher mass systems results in prompt gravitational collapse to a black
hole. We have developed an algorithm which combines waveform reconstruction from a morphology-
independent search for gravitational wave transients with Bayesian model selection, to discriminate
between post-merger scenarios and accurately measure the dominant oscillation frequency. We
demonstrate the efficacy of the method using a catalogue of simulated binary merger signals in
data from LIGO and Virgo, and we discuss the prospects for this analysis in advanced ground-based
gravitational wave detectors. From the waveforms considered in this work and assuming an optimally
oriented source, we find that the post-merger neutron star signal may be detectable by this technique
to ∼ 10–25Mpc. We also find that we successfully discriminate between the post-merger scenarios
with ∼ 95% accuracy and determine the dominant oscillation frequency of surviving post-merger
neutron stars to within ∼ 10Hz, averaged over all detected signals. This leads to an uncertainty in
the estimated radius of a non-rotating 1.6M⊙ reference neutron star of ∼ 100m.

PACS numbers: 04.80.Nn, 07.05.Kf, 97.60.Jd, 04.25.dk

I. INTRODUCTION

The inspiral and merger of binary neutron star systems
(BNS) is one of the most promising sources of gravita-
tional waves (GWs) for the second generation of ground-
based detectors, which include the US-based Advanced
Laser Interferometer Gravitational Wave Observatory
(aLIGO) [1], the French-Italian Advanced Virgo (AdV)
observatory [2, 3] and the Japanese Kamioka Gravita-
tional Wave Detector (KAGRA) observatory [4]. It is
expected that the aLIGO-AdV network will reach design
sensitivity in 2018-2020 [5], leading to the observation of
0.4–400 BNS coalescence events per year of operation [6],
where the range in values are set by uncertainties on the
BNS coalescence rate.

The internal composition and properties of matter at
supranuclear densities is currently poorly understood and
the equation of state (EoS) is not well constrained [7].
The GW signal from a BNS coalescence carries important
information on the EoS and offers and unprecedented
opportunity to probe the neutron star interior. As the
stars grow closer, increasing tidal interactions imprint a
distinctive EoS signature on the phase evolution of the
GW waveform [8–10]. These tidal effects on the inspiral
portion of the waveform may be detectable to distances
∼ 100Mpc in aLIGO, leading to the determination of NS
radii to an accuracy of about 1 km [11]. Complementary

and independent contraints on the EoS may be accessible
from the post-merger part of the coalescence signal.

The most likely post-merger scenario is the formation
of a massive (M > 2M⊙), differentially rotating neu-
tron star, hereafter referred to as the post-merger neutron
star (PMNS) [12–32]. The stability of the PMNS against
gravitational collapse depends on its mass. Less massive
systems result in a long-lived, stable PMNS. For more
massive systems, or where insufficient material has been
ejected during the merger, centrifugal and thermal effects
result in a quasi-stable remnant which eventually under-
goes gravitational collapse due to redistribution of energy
and angular momentum via viscous processes, radiation
of GWs and emission of neutrinos (“delayed collapse”).
Sufficiently high-mass systems will result in prompt col-
lapse to a black hole (BH), emitting a high-frequency
ring-down GW signal at ∼ 6–7kHz. The detection of
these stellar-mass black hole ringdowns will be very chal-
lenging in the next generation of ground based GW detec-
tors, due to their reduced sensitivity at high frequency;
we will not consider them further in this discussion. We
note that in [24] the authors suggest two subclasses of the
delayed collapse scenario characterized by the lifetime of
the post-merger remnant. In this work, however, we do
not distinguish between the cases of long- and short-lived
PMNS. Instead, we restrict our classification scheme to
the two cases: i) prompt collapse to a BH and ii) PMNS
formation. For simplicity, we will hereafter refer to (ii)
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as ‘delayed collapse’. This term is also supposed to sub-
sume cases which actually do not lead to a gravitational
collapse at all because the PMNS is stable. Observation-
ally, this scenario cannot be distinguished from a true
delayed collapse by the GW signal immediately follow-
ing the merger. Moreover, for some binary setups it may
be very difficult to decide based on numerical simulations
whether the resulting PMNS is stable or may eventually
collapse because this would require long-term simulations
which also take into account the relevant physics of the
secular evolution of the PMNS. Such simulations are cur-
rently unavailable.
In case that the PMNS survives prompt-collapse, tran-

sient non-axisymmetric deformations in the post-merger
remnant lead to a short duration (∼ 10–100ms) burst of
GWs which typically resembles an amplitude-modulated,
damped sinusoid with a dominant oscillation frequency
∼ 2–4 kHz associated with quadrupole oscillations in the
fluid. In addition to the dominant oscillations, nonlinear
couplings between certain oscillation modes have been
identified, which appear as secondary peaks in the GW
spectra [22]. The spectral properties of this signal carry
a distinct signature of the EoS. In ref. [27], for example,
the authors perform a large scale survey using a wide
variety of different EoSs and establish the following cor-
relation between the peak frequency fpeak of the post-
merger signal from 1.35-1.35M⊙ binaries and the radius
of a fiducial, non-rotating neutron star with mass 1.6M⊙,
R1.6:

fpeak =

{

−0.2823R1.6 + 6.284 for fpeak < 2.8 kHz

−0.4667R1.6 + 8.713 for fpeak > 2.8 kHz,

(1)
where radii are in km and frequencies in kHz. Allow-
ing for an estimated uncertainty in the determination of
fpeak and the maximum deviation from this correlation
for the different EoSs considered in [27], it is possible
that a single observation of the post-merger signal from
a suriving PMNS could thus determine R1.6 to an ac-
curacy of 100–200m. A relation between the dominant
oscillation frequency and neutron star radii has been con-
firmed in [29], and an attempt to infer the neutron star
compactness from a secondary peak is included in [31].
A single observation of the post-merger GW signal

from delayed or prompt collapse can also constrain the
threshold mass Mthresh for prompt collapse. In the case
of a delayed collapse observation, the total mass mea-
sured from the inspiral signal provides a lower limit on
Mthresh, and an upper limit can be inferred from the peak
frequency fpeak and the fact that the frequency increases
with the mass of the remnant [28]. In the case of un-
ambiguous identification of a prompt collapse, the total
mass measured from the inspiral signal represents an up-
per limit on Mthresh, leading to constraints on the max-
imum mass of a non-rotating star in isolation [28]. Sim-
ilarly, recent work has demonstrated how two or more
measurements of fpeak from systems with slightly differ-
ent masses may allow the determination of the maximum

mass of cold, non-rotating neutron stars to within 0.1M⊙

and the corresponding radius to within a few percent [33].
Finally, with the projected Einstein Telescope [34] it

may even be possible to use the post-merger signal to
measure the rest-frame source mass and luminosity dis-
tance of a BNS system [35]. This measurement would
break the mass-redshift degeneracy present in observa-
tions of the inspiral phase and permit the use of coalesc-
ing neutron stars as standard sirens with GW observa-
tions alone [36].
Most detectability estimates for these systems in the

literature generally find that the post-merger signal may
be detectable in aLIGO to distances of ∼ few–20Mpc, as-
suming an optimally oriented, overhead source and that
an optimal signal-to-noise ratio (SNR) of ∼ 5 is suffi-
cient for detection 1. However, the post-merger signal
has only recently begun to be described by analytical
waveforms [29]. Consequently, to search for and charac-
terize these signals, one must presently use more general
morphology-independent search techniques. Here, tran-
sient bursts of GWs can be identified in the detector out-
put data as excess power localized in the time-frequency
domain (see e.g., [38–41]) and the impinging GW wave-
form can be reconstructed by considering the coherent
signal energy coincident in multiple detectors [42–44] or
by projecting the data onto bases formed from repre-
sentative catalogues of simulations of the un-modelled
signal [45, 46]. Additionally, in the case of the high-
frequency GW burst following a binary neutron star co-
alescence, it is reasonable to assume that the time of
coalescence will be known to high accuracy from the in-
spiral portion of the signal [47, 48], thus increasing the
detection confidence for the post-merger part.
It is the goal of this work to determine realistic esti-

mates for the detectability of the post-merger signal in
the second generation of ground-based GW observato-
ries using Coherent WaveBurst (CWB) [43], which is the
algorithm used for unmodeled searches of gravitational
wave transients [49, 50], and simulated BNS merger wave-
forms using a variety of EoSs. We also introduce a novel
and computationally inexpensive algorithm for the anal-
ysis of the waveforms reconstructed by CWB which al-
lows accurate determination of the outcome of the merger
(delayed vs prompt collapse) and, where appropriate, a
measurement of the dominant post-merger oscillation fre-
quency.
This paper is structured as follows: in section II we

describe the data analysis algorithm and model selection
procedure proposed for the detection and characterisa-
tion of the post-merger GW signal; section III describes
the experimental setup of the study, including a descrip-
tion of the LIGO data (§ III A) and the post-merger wave-

1 We note that the simulations reported in [31] result in
higher signal-to-noise ratios, increasing the detection horizon to
20–40Mpc, although these results do not seem compatible with
those reported in [37].
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form simulations (§ III B) used; in section IV we describe
the results of our analysis in terms of the distance reach,
expected detection rates and potential measurement ac-
curacy using the algorithm proposed in this work. We
conclude in section V with a discussion of our findings
and future prospects.

II. ANALYSIS ALGORITHM

In this section, we describe the algorithm used to de-
tect, classify and infer the parameters of the putative
post-merger signal, in two stages:

1. Coherent Excess Power Detection: we use the Co-
herent WaveBurst (CWB) algorithm [43] to detect
statistically significant high frequency GW signal
power in the data stream around the time of a
known BNS coalescence. Once a signal is iden-
tified as significant with respect to the noise via
a constrained likelihood statistic, the CWB algo-
rithm reconstructs the detector responses using a
coherent network analysis [42].

2. Signal Classification and Characterization: Spec-
tral analysis of this reconstructed response from the
first step is used to determine the outcome of the
merger (delayed collapse and a surviving PMNS vs
prompt collapse to a BH). If the outcome is iden-
tified as a surviving PMNS, the dominant post-
merger frequency is recovered and used with equa-
tion 1 to determine the radius of a fiducial 1.6M⊙

neutron star as in [27].

A. Coherent WaveBurst

Searches for the inspiral GW signal from coalescing bi-
naries are typically carried out using a matched-filtering
technique and potentially large template banks [51–53].
The size and composition of these template banks is de-
fined by the details of the targeted sources. While analyt-
ical expressions are available and appropriate for the in-
spiral portion of a BNS [54], phenomenological waveform
families including the merger and ring-down are needed
for higher mass binary black hole systems where the later
part of the signal contributes significant SNR [55, 56].
These families, however, are not adequate for a post-
merger search, since they do not yet include the effects
of the neutron star matter on the orbital evolution dur-
ing the inspiral, and they assume that the post-merger
signal is the simple, quasi-normal mode ringdown ex-
pected from a Kerr black hole (e.g., [57]). While in
the past, binary neutron star simulations were performed
with a simple polytropic EoS and were focusing on the
inspiral phase, most recent simulations are including mi-
crophysical EoS and also focus on the long-term post-
merger evolution. However, the currently allowed sam-
ple of proposed EoS leads to a variety of different out-

comes. This motivates us to consider a hierachical search
approach, where the inspiral phase of the signal is de-
tected via matched-filtering to post-Newtonian analyti-
cal waveforms and then followed-up using a morphology-
independent analysis which identifies the post-merger sig-
nal.
The CWB algorithm is designed to identify and re-

construct generic transients in data collected from a net-
work of interferometers. First, the data is decomposed
into pixelated maps, where each pixel represents the lo-
calized energy of the data in a given time-frequency re-
gion. Clusters of time-frequency pixels across different
interferometers’ maps are marked as having significant
energy above the expected properties of the noise. Next,
the analysis attempts to match the expected response
of a passing gravitational wave — the two independent
polarizations denoted h+, h× — in the network with a
maximum likelihood estimator:

logL(h+, h×) =
∑

Ω

2x · ξ − |ξ|2, (2)

where the boldfaced symbols imply a vector quantity
formed from each member of the network. The detec-
tor response ξ = F+h+ + F×h× represents the inferred
signal in the data x, such that x = n + ξ and n is the
intrinsic interferometer noise. The dependence on source
sky-location is encoded in the geometrical antenna pat-
terns F+,F×, defined in [58]. The two polarizations of
the GW signal are free parameters in the likelihood statis-
tic and Ω is the event’s time-frequency area.
The likelihood for a time-frequency cluster is maxi-

mized over the source sky location and the waveform is
reconstructed as:

h+ =
F+ · x
|F+|2 (3)

h× =
F× · x
|F×|2 (4)

The likelihood is an optimal statistic under the assump-
tion that the detector noise is stationary and Gaus-
sian. In general, GW detectors can suffer from non-
astrophysical, environmental, mechanical, or electrically
induced transients, referred to as glitches. To mitigate
the effects of these glitches on the analysis and reject
false positives, several statistics characterizing the con-
sistency of the signal between interferometers, as well
as additional likelihood constraints (e.g. imposing con-
straints on the polarization content of the signal) have
been developed and applied in previous analyses [50, 59].
None of these additional constraints were utilized in this
analysis as the detector data at high frequencies is dom-
inated by photon shot noise and is far less contaminated
by instrumental glitches than at lower frequencies.
Two statistics derived from the likelihood are used to

identify and characterize potential GW events: the co-
herent network amplitude η, which is proportional to the
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signal-to-noise ratio and is used to rank candidate events
and establish their significance, and the network corre-
lation coefficient cc, which is a measure of the degree
of correlation between the detectors. Both statistics are
described in detail in [60]. Small values of cc≪ 1 are typ-
ical for uncorrelated background events, while true GW
signals have cc close to unity. A threshold of cc = 0.5 is
used in the generation of CWB events in this analysis.
Determination of event significance using η and the GW
detection criterion is described in sec. III C.

B. Post-merger Signal Classification &

Characterization

A characteristic feature of the PMNS oscillation wave-
form is a distinct peak in the power spectrum around
2–4 kHz with a bandwidth of several tens of Hz. This
is in addition to the roughly power-law decay across fre-
quency from the late inspiral and merger, as well as one
or more secondary oscillation peaks. An example of a
typical PMNS waveform may be found in figure 1. On
the other hand, in the prompt collapse scenario, one still
expects power across these frequencies from the late in-
spiral and merger but any post-merger oscillation comes
from the stellar-mass black hole ring-down at & 6 kHz.
The waveform shown in figure 2 provides an example of
the signal expected from prompt collapse.
These features in the GW signal spectrum may be

identified in the waveforms reconstructed by the CWB
algorithm, for candidate events that follow a detected
low-mass binary inspiral. For this, we build an SNR-
weighted average power spectral density (PSD) of the
reconstructed waveform in a network of Ndet detectors
as:

Pi =
1

Ndet

Ndet
∑

j=1

ρrecj

maxk(ρreck )
Pij , (5)

where i indexes the frequency bins and ρrecj is the SNR
in the j-th detector. We model the PSD for the delayed
collapse as the sum of a power law and a Gaussian:

SNS(f) = A0 exp



−
(

f − f
′

peak

2σ

)2


+A1

(

f

flow

)α

,

(6)

where f
′

peak is an estimator for the true peak frequency
fpeak of the post-merger peak, and σ is its characteristic
bandwidth. flow is the lower bound on the frequencies
analysed, α is the power law for the decay component of
the signal and the terms A0 and A1 set the amplitude
scale of each component.
Since the post-merger signal is likely to be detectable

only to O(10)Mpc we assume that the inspiral por-
tion for the signal is detected with high confidence
(e.g., SNR ∼ 160, at design sensitivity [5]). Even at
quite moderate SNRs (e.g., SNR ∼ 10), the chirp mass

Total Mass [M⊙] f stiff
peak [kHz] f̂min

peak [kHz]

2.7 (1.35, 1.35) 2.15 1.75

3.2 (1.6, 1.6) 2.36 1.96

3.3 (1.65, 1.65) 2.40 2.00

3.8 (1.9, 1.9) 2.63 2.23

TABLE I. Estimates of the peak frequency of the post-merger
GW signal for the stiffest EoS for the different masses consid-
ered in this analysis, f stiff

peak. The analysis searches for spectral

peaks above fmin
peak.

M = (m1m2)
3/5(m1 +m2)

−1/5 and symmetric mass ra-
tio η = m1m2/(m1 + m2)

2 can be measured from the
inspiral signal, with fractional uncertainties as low as
∆M/M . 0.1% and ∆η/η ∼ 1–10% [47, 61–66], which
results in a total mass uncertainty of a few percent.
The total mass of the system sets a lower bound on

the expected fpeak. Stars with a stiff equation of state
are relatively under-dense resulting in a low fpeak. The
fpeak for the stiffest equation of state (i.e., Shen) there-
fore represents a conservative lower limit on the probable
value for a given mass configuration and unknown EoS.
We probe frequencies up to 400Hz below these values
to account for uncertainty in the mass measurement and
in the EoS. Lower bounds on the value of fpeak used for
the different mass configurations are given in table I. Set-
ting a lower frequency bound reduces the chance that the
Gaussian component of equation 6 is fitted to secondary,
lower frequency peaks in the reconstructed spectrum and
significantly improves the robustness of the analysis. We
place an upper bound on fpeak at 4 kHz; high enough to
allow for the post-merger ringing from softer (i.e., high
frequency) EoS, such as APR, and low enough that we ex-
pect no contribution from any black hole ringing, should
the system undergo gravitational collapse.
In the case of prompt-collapse to a BH there will still

be detectable signal power from the late inspiral and
merger. Neglecting any contribution from the BH ring-
down, which is at significantly higher frequencies, we
model the reconstructed power spectrum as a power law,

SBH(f) = A1

(

f

flow

)α

, (7)

where the terms are the same as those in equation 6.
We select between these two models for the recon-

structed PSD using the Bayesian Information Criterion
(BIC) [67], defined as:

BIC = −2 lnLmax + k lnn, (8)

where n is the number of spectral bins analysed, k is the
number of free parameters in the model and Lmax is the
maximum likelihood. The BIC arises from approximat-
ing the relative Bayesian posterior probabilities of mod-
els and provides a convenient measure of goodness-of-fit,
weighted by the parsimony of the model. The model with
the smallest value of the BIC is preferred. Assuming that
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FIG. 1. Demonstration of signal characterization from the Shen EoS and 1.35–1.35M⊙ system, which results in a surviving
PMNS. Left column: the time-series and power spectral density of the ‘plus’ (+) polarisation of the target waveform, for a
source located 0.7Mpc from the Earth. A small distance is deliberately chosen to provide a high SNR signal for demonstrative
purposes. Center column: the power spectral densities and time series (insets) of the detector responses reconstructed by the
CWB algorithm. The subscripts H1, L1 and V1 refer to simulated results from the LIGO detectors located in Hanford and
Livingston, and the Virgo detector, respectively. Right column: the SNR-weighted average reconstructed power spectral density
and fitted models. The model for the delayed collapse scenario is preferred in this instance, as indicated by the relative values
of the Bayesian Information Criterion (BIC), defined by equation 8, for the delayed and prompt collapse scenarios.

the measurement errors are independent and identically
distributed according to a normal distribution, the BIC
is, up to an additive constant which is the same for all
models:

BIC = n lnχ2
min + k lnn, (9)

and

χ2
min =

1

n− 1

n
∑

i=1

(Pi − S∗
i )

2, (10)

where Pi and S
∗
i are the average power spectral density

of the reconstructed detector response and the value of
the best-fitting model in the ith frequency bin, respec-
tively. The best-fit model is found via least-squares min-
imisation where the value of the center frequency of the
Gaussian component f

′

peak is constrained to lie above the
relevant value from table I and the power law is con-
strained such that α < 0.

Figure 3 shows the workflow of this detection and clas-
sification analysis pipeline. The proposed procedure is:

1. We assume a robust detection of an inspiral signal
from BNS is achieved from a separate analysis, pro-
viding an estimate for the time of coalescence and
total mass of the system.

2. A high-frequency CWB analysis is performed in a
small time window around the time of coalescence
of the BNS inspiral. The CWB analysis is con-
strained to [1.5, 4] kHz.

3. If CWB detects statistically significant excess
power in a small time window around the time of
BNS coalescence, assume this is associated with the
coalescence and attempt to classify as follows.

4. Construct PSDs of detector reconstructions, {Pi}j
and average according to equation 5 to obtain {Pi}.
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FIG. 2. Demonstration of signal characterization for the SFHo EoS and 1.6–1.6M⊙ system, which results in prompt collapse
to a BH. BH quasi-normal ringing is not included in the numerical approach used here but lies at higher frequencies than are
considered in this analysis. Left column: the time-series and power spectral density of the ‘plus’ (+) polarisation of the target
waveform, for a source located 0.8Mpc from the Earth. A small distance is deliberately chosen to provide a high SNR signal
for demonstrative purposes. Center column: the power spectral densities and time series (insets) of the detector responses
reconstructed by the CWB algorithm. The subscripts H1, L1 and V1 refer to simulated results from the LIGO detectors located
in Hanford and Livingston, and the Virgo detector, respectively. Right column: the SNR-weighted average reconstructed power
spectral density and fitted models. The model for the delayed collapse scenario is preferred in this instance, as indicated by
the relative values of the BIC for the delayed and prompt collapse scenarios.

5. Fit models described by equations 6, 7 to {Pi} and
compute ∆BIC = BICBH − BICNS.

6. If ∆BIC > 0, the PMNS model is preferred and the
best-fitting value of f

′

peak provides our estimate of
the peak frequency of the post-merger oscillations.

III. EXPERIMENTAL SETUP

The efficacy of the method outlined in section II is
determined via Monte Carlo simulations in which simu-
lated post-merger signals are superimposed on realistic
detector data. In this section, we describe the data and
waveform simulations used.

A. GW Detector Data

Data acquired by aLIGO and AdV is unlikely to be
Gaussian or stationary and it is helpful to demonstrate
that our analysis method is robust to such features by
analysing realistic detector data. To do so, we use a
week of data recorded by the initial generation instru-
ments in 2007, recolored to the advanced detector design
sensitivities, following the procedure in [68].
The LIGO data is recolored to have the Advanced

LIGO design sensitivity given by the zero-detuned, high-
power noise curve [69], while the Virgo data is recolored
to have the Advanced Virgo design sensitivity, given by
the dual recycled, 125 W, tuned signal recycling config-
uration [70]. This choice of detectors and noise curves
loosely corresponds to a plausible GW detector network
configuration for c.2020 [5]. Figure 4 shows the noise am-
plitude spectral densities (ASD) of the recoloured data
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FIG. 3. Proposed data analysis pipeline for the detection
and characterization of high-frequency GW signals follow-
ing binary neutron star coalescence. The CWB un-modelled
analysis algorithm is used to detect and reconstruct a high-
frequency component to the GW signal temporally coincident
with the inspiral signal from BNS coalescence. The Bayesian
Information Criterion (BIC) is then used to select between
models for the frequency content for the post-merger signals
to determine whether the outcome of the BNS merger was
prompt collapse to a black hole or the formation of a post-
merger neutron star remnant.

for each detector, where the colored regions indicate the
variation between the 5th and 95th percentiles of the
ASDs, measured over the analysed data.

The data from this period is not contiguous; the de-
tectors were not always operational and environmental
artifacts and instrumental glitches affect the quality of
the data. Such times are identified and removed from the
analysis following the procedures described in [60, 71, 72],
leaving a total analysed time of 3.87 days.
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FIG. 4. The noise amplitude spectral density of the recol-
ored data from the LIGO (H1, L1) and Virgo (V1) detectors
used in this analysis. Shaded regions (color online) indicate
the 5th (lower edge) and 95th (upper edge) percentiles of the
variation in the noise floor for the data used. Black solid
(dashed) curves indicate the design sensitivities of the aLIGO
(AdVirgo) detectors used for this study [69, 70].

B. Binary Neutron Star Coalescence Simulations

1. Merger Simulations

The waveforms used in our analysis are extracted
from hydrodynamical simulations. These calculations are
performed with a relativistic smooth particle hydrody-
namics code, which employs the conformal flatness ap-
proximation for the solution of the Einstein field equa-
tions [73, 74]. Details on the numerical model can be
found in [16, 27, 75, 76]. A comparison to fully relativistic
grid-based simulations has revealed a quantitatively very
good agreement [27, 29, 31]. In comparison to [27] we im-
plemented an improved version of the artifical viscosity
scheme (see [16, 77]) which reduces the artificial viscos-
ity in dominantly rotational flows and causes less numer-
ical damping of the fluid oscillations in the postmerger
phase. The oscillation frequencies remain basically un-
changed compared to the results presented in [27], while
the artificial damping of the GW amplitude is reduced.

The prime goal of this study is the extraction of
equation-of-state properties from the gravitational-wave
detection of the neutron-star coalescence postmerger
phase. Since the properties of high-density matter are
only incompletely known, the numerical modeling relies
on different theoretical descriptions of the equation of
state (see e.g. [78] for a review). For this work we employ
a large variety of microphysical EoS models to ensure
that the full range of possible signatures is covered (see
Tab. II). All equations of state are compatible with the
current lower limit on the maximum mass of nonrotating
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TABLE II. The nuclear equations of state used in this study.
References are provided in the first column. Equations of
state indicated by “approx” refer to models which rely on
an approximate treatment of thermal effects, whereas “full”
marks equations of state which provide the full tempera-
ture dependence. Mmax, Rmax, and ρc are the gravitational
mass, circumferential radius, and central energy density of
the maximum-mass Tolman-Oppenheimer-Volkoff configura-
tions. We list ρc in units of the nuclear saturation density
ρ0 = 2.7×1014 g/cm3. R1.35 and R1.6 are the circumferential
radii of 1.35 and 1.6 M⊙ neutron stars.

EoS Mmax Rmax R1.35 R1.6 ρc/ρ0

[M⊙] [km] [km] [km]

APR [81] (approx) 2.19 9.90 11.33 11.25 10.4

NL3 [82, 83] (full) 2.79 13.43 14.75 14.81 5.6

DD2 [83, 84] (full) 2.42 11.90 13.21 13.26 7.2

Shen [85] (full) 2.22 13.12 14.56 14.46 6.7

TM1 [86, 87] (full) 2.21 12.57 14.49 14.36 6.7

SFHX [88] (full) 2.13 10.76 11.98 11.98 8.9

SFHO [88] (full) 2.06 10.32 11.92 11.76 9.8

TMA [87, 89] (full) 2.02 12.09 13.86 13.73 7.2

neutron stars of about 2 M⊙ [79, 80]. The considered
equations of state yield maximum gravitational masses
of nonrotating neutron stars from 2.02 to 2.79 M⊙. Neu-
tron star radii vary between 11.33 km and 14.75 km for
1.35 M⊙ neutron stars and thus cover a significant part
of the range of typical radii constructed with various al-
lowed EoS. Details on the stellar properties for the spe-
cific models can be found in Tab. II and in [27, 33], which
provide also the mass-radius relations. All except for one
equation of state (APR) take into account the depen-
dence on temperature and composition (electron/proton
fraction). For the APR model, which provides only the
zero-temperature behavior, we employ an approximate
description of thermal effects (see e.g. [76], which dis-
cusses also the reliability of the approximate treatment).

The merger simulations start from quasi-equilibrium
orbits a few revolutions before the coalescence. Initially,
the temperature of the neutron stars is set to zero and
the electron fraction is determined by neutrinoless beta-
equilbrium. The intrinsic spin of neutron stars is assumed
to be small compared to the orbital motion because the
viscosity of neutron-star matter is not sufficient to yield
tidally locked systems during the inspiral [90, 91]. Hence,
we adopt an irrotational velocity profile (see [30] for an
inclusion of spins in the case of an ideal gas equation of
state).

Binary neutron star observations suggest (in accor-
dance with population synthesis studies) that symmetric
systems with two stars of about ∼ 1.35M⊙ dominate the
binary population [78, 92]. Therefore, the majority of
waveforms used in this study are extracted from merger
simulations of equal-mass binaries with a total mass of
2.7 M⊙, but we also explore cases with higher masses. It

is worth noting that similar relations between the domi-
nant GW oscillation frequency and fiducial neutron star
radii exist also for other binary masses [93]. We leave
the investigation of unequal-mass systems for the future,
but note that the dominant oscillation frequency of the
postmerger remnant resulting from asymmetric binaries
is very close to the one from a symmetric merger of the
same total mass (e.g. [27, 29]).
For most investigated binary setups the merging re-

sults in the formation of a hot, massive, differentially ro-
tating neutron star. The rapid differential rotation and
thermal pressure support stabilize the remnant also in
cases when the total binary mass exceeds the maximum
mass of static non-rotating neutron stars. The collision
induces strong oscillations, in particular, the quadrupo-
lar fluid mode is strongly excited and generates the pro-
nounced peak in the gravitational-wave spectrum (Fig. 1)
(see [22] for the identification of several oscillation modes
in the merger remnant). After angular momentum re-
distribution and the extraction of energy and angular
momentum by gravitational waves, the remnant possibly
collapses to a black hole on a longer time, which typi-
cally exceeds the simulation time of about 20 ms after
merging. The exact collapse time scale depends strongly
on the total mass and also on other (partially not mod-
elled) dissipative processes like magnetic fields, neutrino
cooling and mass loss.
For sufficiently high total binary masses the remnant

cannot be supported against the gravitational collapse
and the merging leads to the direct formation of a black
hole on a dynamical time scale. In our set of models the
SFHo with 3.2 M⊙ total binary mass represents such a
case (see waveform in Fig. 2). Note that our numerical
approach does not allow to simulate the quasi-normal
ringing of the BH. The oscillations of the BH occur at
higher frequency than the [1.5, 4.0] kHz interval consid-
ered in this analysis and at smaller amplitude and, there-
fore, are unlikely to be confused with the signature of
the NS postmerger remnants [94]. The threshold binary
mass which results in the prompt collapse has been found
to depend in a particular way on the equation of state
and may yield information on the maximum mass of non-
rotating neutron stars [28]. Therefore, we are also inter-
ested in distinguishing observationally the prompt col-
lapse and the formation of a neutron star remnant. Note
that the DD2 model with 3.2 M⊙ total binary mass and
the NL3 simulation with 3.8 M⊙ total binary mass con-
stitute models which are “close” to the prompt collapse
because their binary masses are approximately 0.1 M⊙

below the threshold. For both calculations the collapse
still did not occur until the end of the simulation.

2. Hybrid waveforms

The finite simulation time and the numerical damp-
ing of the postmerger oscillations imply an underestima-
tion of the actual GW amplitude. In an attempt to ac-
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commondate this shortcoming of our approach we also
include a set of hybrid waveforms, constructed from a
subset of the numerical waveforms described in the pre-
vious section. We extend the numerical waveform with
an analytically prescribed waveform. The analytical part
is described with a sinusoidal waveform, which follows
a prescribed frequency evolution and damping behavior.
The analytical model waveform is attached to the numer-
ical waveform when the numerical amplitue has decayed
to one half of the initial postmerger GW amplitude. This
happens after several milliseconds when the remnant en-
ters a quasi-stationary phase. The initial frequency of
the analytical waveform is chosen to be the frequency of
the GW signal at the matching point. We make con-
servative assumptions about the further evolution of the
frequency and the damping timescale of the analytical
model as explained below.

The damping of the postmerger oscillations and the
evolution of the dominant oscillation frequency may be
affected by different physical processes, such as gravita-
tional wave emission, magnetic fields, neutrino heating
and bulk viscosity (e.g. [95–97] and references therein).
Here, we assume that the extraction of energy and an-
gular momentum by gravitational waves is the dominant
process responsible for the damping. Currently, there
are no reliable estimates of the timescales of the other
damping mechanisms, which is why we restrict ourselves
to pure GW damping.

For cold, nonrotating NSs the damping timescale of the
fundamental quadrupolar fluid mode is known to depend
on the star’s mass and radius (see, e.g. [98]). However,
the postmerger remnant is a hypermassive object rotat-
ing rapidly with strong differential rotation. For such a
case, there still exists no calculation of the actual damp-
ing timescales (see [99] for the status on the subject).

The damping timescales due to gravitational wave
emission, assuming a quasi-stationary background, will
be affected by a number of factors: a) rapid rotation,
b) differential rotation, c) high mass, d) the equation of
state, e) strong field gravity. In addition, if the back-
ground is evolving on a comparable timescale, then this
will result in a time-dependent damping timescale. In the
absence of a proper calculation that takes all of the above
effects into account simultaneously, we are forced, at this
point, to resort to some approximations in order to esti-
mate upper and lower bounds for the expected damping
timescale for each particular merger event we consider.
Next, we give a detailed account of how we arrive at the
particular upper and lower bounds used in the present
work. We focus on the corotating l = m = 2 f−mode,
as this is the oscillation mode that is more likely to be
excited during the merger of two neutron stars with a
frequency of ∼ 2 − 3 kHz. The corresponding counter-
rotating mode will likely have a lower frequency in the
inertial frame, as it is dragged towards corotation by ro-
tation.

As an estimate for an upper bound on the damping

timescale, we apply the empirical formula from [98]:

1

τ0[s]
=
M̄3

R̄4

[

22.85− 14.65
M̄

R̄

]

, (11)

where τ0 is the damping timescale (in seconds) of an l = 2
f−mode of a star of dimensionless mass M̄ =M/1.4M⊙

and dimensionless radius R̄ = R/10 km. Although the
above formula was derived for nonrotating stars, we use
it as an upper bound, since the actual damping timescale
for rapidly rotating stars is shorter. Above, we use the
mass of the remnant (not of the individual components
before merger) and we extract the equatorial radius of the
remnant, neglecting its low-density envelope and consider
the mass enclosed within this radius. For example, for
the DD2 EoS we find an upper bound on the damping
time scale of ∼ 200 ms for the remnant that results from
the merger of two NSs with 1.35 M⊙ each. We note that
the applicability of the above formula is limited only to
remnants for which it still gives positive values for the

damping timescale, i.e. to remnants for which M̄
R̄
< 1.56.

As an estimate for a lower bound on the damping
timescale, we consider the following. In [100, 101] the
damping timescale due to gravitational wave emission of
the l = m = 2 f−mode in rapidly rotating stars was
studied, assuming uniform rotation and the Cowling ap-
proximation. In particular, [101] used tabulated EoSs
and estimated that the Cowling approximation overes-
timates the mode frequencies by up to 30%, while it
underestimates damping timescales by up to a factor of
three. Nevertheless, [101] found an empirical relation be-
tween the damping timescale τ of a corotating f−mode
in a uniformly rotating star and the corresponding damp-
ing timescale in a nonrotating model of the same central

density. This relation shows that a star rotating at the
mass-shedding limit will have a damping timescale which
is ∼ 1/10 of the corresponding nonrotating model with
the same central density. We find that for remnants that
are far from the threshold to prompt collapse, the cen-
tral density of the remnant remains comparable, within
a factor of two, to the central density of one of the bi-
nary component before merger. Therefore, one can re-
late the damping timescale of the rotating remnant to
the damping timescale of a nonrotating model with mass
equal to the mass of one of the binary components be-
fore merger, through the empirical relation found in [101].
We consider this as an approximate lower bound, because
the central density of the remnant is actually increasing
somewhat, compared to the single star before merger, the
actual damping timescale could be somewhat shorter, but
at this level other uncertainties come into play and only
a real calculation could give a precise result.
For example, for a 1.35+1.35M⊙ merger with the DD2

EoS, using Eq. (11) for a nonrotating 1.35 M⊙ model,
which has a radius of ∼ 13.2km for this EoS, one ob-
tains τ0 ∼ 280 ms, and applying the empirical formula
of [101], this corresponds to τ ∼ 28ms for a uniformly
rotating star at the mass-shedding limit. For the same
mass but with the APR EoS, we estimate a lower bound
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on the damping timescale of ∼ 18ms; this is due to the
smaller radius of 11.33 km for this model. Note that the
estimates of the GW emission timescale of ∼ 30− 50ms
in [14, 15] (which were based on the rate of angular
momentum loss during simulations) fall within our esti-
mated upper and lower bounds and are in fact closer to
our lower bound.

The frequency of the corotating l = m = 2 f−mode
levels off as the mass-shedding limit is approached
(see [100–102]) and so does the damping timescale [101].
In reality, the remnant will rotate more rapidly than the
mass-shedding limit for uniform rotation, but it is evi-
dent from [103] that the frequency remains practically
constant, for reasonable values of the degree of differ-
ential rotation. Therefore, to a first approximation we
will neglect the effect of differential rotation and assume
that the reduction of the damping timescale by a factor
of ∼ 1/10, as obtained at the mass-shedding limit for
uniform rotation, will also hold for hypermassive models
with higher masses, but comparable central density.

Finally, one should also consider the indirect effect of
nonzero temperature on the damping timescales, through
the corresponding increase in radius. For the tempera-
tures occurring in the remnants in our simulations this
effect will be within the range of the upper and lower
bounds considered above and so we do not treat it sepa-
rately. This is based on the results of [104].

We construct additional hybrid waveforms in which we
allow for the remnant to become more compact during
the evolution in order to test the sensitivity of our re-
sults to such an effect. In general, the f−mode frequency
scales approximately as

√

M/R3 [26, 27] and we consider
the change of the frequency being mediated by a change
of the remnant’s radius. Here we assume that the loss
of angular momentum by gravitational radiation is the
dominant mechanism affecting the radius of the remnant
while magnetic fields lead to a braking of the differen-
tial rotation on a timescale of ∼ 100 ms [96]. The loss
of angular momentum during the damping timescale of
∼ 200 ms can be compared to the change of angular
momentum in uniformly rotating neutron stars of con-
stant rest mass. From this we obtain a rough estimate
of the frequency change of about 5 per cent. We stress
that mass loss counteracts the compactification of the
remnant and that the frequency change is probably over-
estimated, in particular, for the hybrid waveforms with
shorter damping timescales. We employ values of 5 and
0.0 per cent for the change of the dominant oscillation
frequency per damping timescale. For shorter damping
timescales a five per cent change represents a rather ex-
treme case, which we choose by purpose to test the sen-
sitivity of our method to such an extreme assumption.

Table III summarises the parameters of the hybridized
waveforms used in this study.

Hybrid EoS ∆f/f [%] τ0 [ms]

hlAPR† APR 0.00 180

hlAPR∗ APR 0.05 200

hsAPR† APR 0.00 18

hsAPR∗ APR 0.05 18

hlDD2† DD2 0.00 200

hlDD2∗ DD2 0.05 200

hsDD2† DD2 0.00 28

hsDD2∗ DD2 0.05 28

TABLE III. Characteristics of the hybridized waveforms used
in this study. Daggers (†) and asterixes (∗) indicate whether
the analytic part of the waveform is a stationary (in fre-
quency) ring-down or a decaying chirp, where the frequency
increases by the percentage shown in the ∆f/f column. The
τ0 column indicates the e-folding time for the decay of the
analytic signal.

3. GW Signal Simulations

The GW polarizations h+ and h× are computed from
the second time derivative of the quadrupole moment of
the source Ï, which is obtained from the numerical simu-
lations. The quantity h+ − ih× can be decomposed into
modes with spin weighted spherical harmonics sYℓm(θ, φ)
of weight -2:

h+ − ih× =
1

D

∞
∑

ℓ=2

ℓ
∑

m=−ℓ

−2 Yℓm(θ, φ)Hℓm(t). (12)

The expansion parameters Hℓm(t) are complex functions
of the retarded source time t. The H2m, where ℓ = 2 is
the quadrupole mode, may be expressed in terms of the
second time derivatives of the Cartesian components of
the mass quadrupole moment Ï as,

H20 =

√

32π

15

G

c4

[

Ïzz −
1

2

(

Ïxx + Ïyy

)

]

(13)

H2±1 =

√

16π

5

G

c4

(

∓Ïxz + iÏyz

)

(14)

H2±2 =

√

4π

5

G

c4

(

Ïxx − Ïyy ∓ 2iÏxy

)

. (15)

Figures 5 and 6 show the catalogue of waveforms used
in this study, assuming a distance of 20Mpc and opti-
mal source sky-location and orientation. We discuss the
characteristics of these waveforms in section IVA.
The polarisations h+ and h× constructed from the

quadrupole moments from each simulation were superim-
posed on the recolored data streams from each detector
after the appropriate projection onto the sky for a given
sky location, inclination and polarization:

h(t) = F+(Ω, ψ)h+(t) + F×(Ω, ψ)h×(t), (16)

where Ω is the sky-location, ψ is the GW polariza-
tion angle and F+ and F× are the detector antenna
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FIG. 5. The catalogue of waveforms used in this study. Left column: The time series of the plus polarization of the gravitational
waves for a source at 20Mpc. Right column: The amplitude spectral density of the characteristic strain (solid line) for an
optimally located and oriented source and the aLIGO design sensitivity (dashed line).

responses, defined in [58]. The inclination dependence
enters through the spherical harmonics in equation 12.
Note that, the amplitude of the waveforms is scaled up
by 40% before being injected to account for the ampli-
tude underestimate from extraction in the quadrupole
approximation [15, 27].

We refer to these signal simulations as injections. In-
jections are added approximately every 60 seconds with a
uniform random offset within a 10 second window. This
placed all injections far enough apart that the whiten-
ing and noise estimation procedures, which use data sur-
rounding each injection, is never affected by a neighbor-
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FIG. 6. The hybridized waveforms used in this study. Left column: The time series of the plus polarization of the gravitational
waves for a source at 20Mpc. Insets show the early evolution of the signal for comparison with the original waveforms shown
in figure 5. Right column: The amplitude spectral density of the characteristic strain (solid line) of the hybridized waveforms
for an optimally located and oriented source and the aLIGO design sensitivity (dashed line).

ing injection. The injections were distributed isotropi-
cally over the sky with randomized source inclinations
(uniform in cos ι) and polarizations (uniform in polariza-
tion angle Ψ). Thus, all results quoted in this study are
averaged over sky location and source orientation. The

distances of the injections are distributed uniformly in
[0.5, 8]Mpc for the purely numerical waveforms and in
[0.5, 15]Mpc for the hybridized waveforms. These distri-
butions are chosen to cover the range of detection scenar-
ios and are not intended to correspond to astrophysical
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scenarios. This procedure was repeated ten times result-
ing in a population of approximately 53000 injections
for each waveform type. The results of the injections
are then binned in distance and used to estimate detec-
tion probability as a function of distance as described in
§ IVB.
We conduct separate simulation campaigns for each of

the waveforms in our catalogue (i.e., figure 5, table IV)
and characterise the results for each waveform separately.

C. Background Estimation & Detection Criterion

Following the approach used in recent searches for GW
transients [49, 50] and as described in section IIA, trig-
gers arising from the CWB analysis are ranked by their
coherent network amplitude, η. The statistical signifi-
cance of CWB triggers is determined from the distribu-
tion η in the absence of GW signals, the background dis-
tribution, which is estimated by time-shifting individual
detector data streams relative to each other by an amount
greater than the light travel time between each detector.
This ensures no GW signal is present in the background
data set, and also provides a convenient means to increase
the background statistics of a relatively short data seg-
ment. Fifty such time shifts in increments of 1 second are
applied in this study. This background analysis assigns
a false alarm rate (FAR) to the CWB triggers. This rate
is then interpreted as a p-value by assuming some obser-
vation time. For the purposes of this study, we assume
an observation time of Tobs = 100ms. This represents a
conservative estimate of the time of coalescence measured
from the inspiral signal.
We place a threshold on the statistical significance

required for detection of 3–σ. The network configura-
tion chosen for this analysis corresponds to an expected
BNS detection rate of O(100) events / year. For a 3–σ
significance then, with 100 trials, triggers with p-value
p < 10−5 are regarded as GW detection candidates. Fi-
nally, the assumed observation time of Tobs = 100ms
results in a FAR threshold of 10−4Hz.

IV. DETECTABILITY STUDY

We now discuss the prospects for the detection and
measurement of the post-merger GW signal with the al-
gorithm described in section II.

A. Waveform Characteristics & Expected

Detectability

We begin by considering the expected detectability of
the post-merger signal with an optimal matched-filter,
While matched-filtering may not be realistic, due to the
scarcity of templates and high computational costs, it

provides an estimate for the best-case sensitivity to these
systems in stationary, Gaussian data.
If the form of the expected GW signal in the detector

is known a priori, the optimal detection statistic is the
matched-filter signal-to-noise ratio (SNR) ρ:

ρ2 = 4ℜ
∫ fupp

flow

d̃(f)h̃∗(f)

S(f)
df, (17)

where h̃(f) is a template for the expected GW signal,

d̃(f) is the Fourier transform of the data, S(f) is the
one-sided noise power spectral density and flow and fupp
are lower and upper bounds on the searched frequency
range [105].
Under the assumption of Gaussian noise and in the ab-

sence of a signal, ρ2 follows a central χ2-distribution with
k = 2 degrees of freedom. The SNR threshold ρthresh
which corresponds to a false alarm probability of 10−5 is
found from the survival function of the SNR distribution
in Gaussian noise, evaluated at the chosen false alarm
probability:

FAP = 1− Pχ2(ρ2 ≤ ρ2thresh|k = 2)Nt . (18)

In this equation, Nt is a trials factor introduced by
searching over a template bank. For the most optimistic
estimate, we assume the signal is known exactly and only
a single waveform template is required, so that Nt = 1 2.
For FAP=10−5, eq. 18 yields ρthresh = 4.8. Table IV
lists the SNR for the waveform of this study, evaluated
at 20Mpc. Two SNRs are reported: SNRfull; the SNR
evaluated over the full frequency range of [1.5, 4] kHz
and which is used to determine the detectability of the
signal and SNRpeak which is the SNR evaluated over
a narrow frequency range around the dominant high-
frequency peak and indicates the relative strength of the
post-merger oscillation as compared with the full late-
inspiral, merger and post-merger signal.
The distance-reach of a search is often characterized

by its horizon distance Dh, the distance at which an
optimally-oriented source yields an SNR at least as large
as the detection threshold. Since SNR scales inversely
with distance, the horizon distance is obtained by rescal-
ing the fiducial 20Mpc to that distance which yields
SNRfull ≈ 5.
Following [61], we define the effective range ROpt of

this hypothetical, optimal search as the radius enclos-
ing a spherical volume V such that the rate of detections
from a homogenous, isotropic distribution of sources with
rate density Ṅ is ṄV . For an elliptically polarized
source [106] the effective range ROpt ≈ Dh/2.26, where
the factor 2.26 accounts for the average over all sky-
locations and orientations. Table IV lists the optimal
effective range ROpt for each waveform in the catalogue,

2 Note that this also implies that the sky-location and time of the
signal are known.
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calculated from the noise PSD of a single aLIGO instru-
ment at design sensitivity. An optimal search with X
detectors with comparable sensitivity will be a factor√
X more sensitive than the single detector search [6].

In table IV, we also report the expected effective range
for an optimal search in Gaussian noise assuming a net-
work of 3 instruments with the aLIGO design sensitivity.
Figure 7 summarises the theoretically-achievable effec-
tive range for each waveform and compares this with the
result from the CWB Monte-Carlo analysis reported in
the next section.
The expected detection rate ṄOpt

det is obtained by con-
sidering the number of Milky Way Equivalent Galax-
ies (MWEGs) within the effective range 3 and the esti-
mated BNS coalescence rate. Assuming the coalescence

rate Ṅ = 100MWEG−1 Myr−1 [6], we find ṄOpt
det ∼

0.01–0.1 year−1, in reasonable agreement with previous
estimates [14, 17, 20, 23, 27, 29, 31].
Finally, table IV reports the energy emitted in GWs,

EGW and the peak post-merger frequency, where appro-
priate. The energy EGW was calculated from a numerical
integration of:

EGW =
πc3

4G
D2

∫ 1

−1

d(cos ι)

∫ 2π

0

dλ (19)

×
∫ ∞

−∞

df

[

(1 + cos2 ι)2

4
+ cos2 ι

]

f2|h̃(f)|2

=
8π2c3

5G
D2

∫ ∞

−∞

dff2|h̃(f)|2.

B. Monte-Carlo Study

1. Detectability

For a more realistic estimate, we performed a Monte-
Carlo study with realistic data and the CWB algorithm,
as presented in section II. We define the analysis effective
range RCWB as the radius of a volume V such that the
rate of detections is ṄV , where V is:

V =

∫ ∞

0

dr 4πr2ǫ(r) (20)

and ǫ(r) is the probability of detecting the post-merger
signal at distance r, averaged over sky-location and ori-
entation. ǫ(r) is referred to as the efficiency of the search,
and is determined by binning the injections in distance
and counting the number of found injections k out of N
trials. Assuming a uniform prior on the efficiency, the
posterior probability density distribution for ǫ is,

P (ǫ|k,N) =
(N + 1)!

(N − k)!k!
ǫk (1− ǫ)

N−k
. (21)

3 Found from figure 1 of [6]
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FIG. 7. The effective ranges for each waveform for an ideal-
ized optimal matched-filter analysis strategy (ROpt) and the
CWBMonte-Carlo study (RCWB). Both ranges are evaluated
at assuming a false alarm probability of 10−5. Differences in
the ranges for each waveform are consistent with the differ-
ence in the optimal SNR.

We estimate the efficiency from its expectation value,
given k detections in N simulations at distance r,

〈ǫ〉 =
∫

ǫP (ǫ|k,N)dǫ (22)

=
k + 1

N + 2
. (23)

The effective range is the radius of a sphere of volume V :

RCWB =

[

3

∫ ∞

0

dr r2 ǫ(r)

]1/3

. (24)

We report the values for RCWB for each waveform in
the catalogue in figure 7 and in table V. We find that
the range of the CWB analysis is approximately 60–70%
smaller than an optimal search with perfect knowledge
of the waveform in stationary, Gaussian noise. This also
implies a reduction of the expected detection rate, with
ṄCWB

det ∼ 10−3–0.1 events/year, as listed in table V.

2. Waveform Classification & Parameter Recovery

Figures 8, 9 and 11 summarize the results of this anal-
ysis, marginalized over all extrinsic parameters, such as
distance, sky location and source orientation. We char-
acterize the performance of the classification scheme in
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Waveform SNRfull SNRpeak ROpt [Mpc] ṄOpt

det [year−1] EGW [M⊙] Epeak

GW [M⊙] fpeak [Hz]

APR 4.07 1.66 13.00 0.04 0.09 0.05 3405.40

DD2 4.19 3.13 13.38 0.04 0.07 0.06 2588.60

DD23.3M⊙
4.69 2.00 14.98 0.06 0.09 0.04 2987.00

NL3 4.58 3.34 14.64 0.05 0.04 0.03 2156.80

NL33.8M⊙
5.89 3.46 18.82 0.12 0.14 0.08 2706.60

SFHo 3.82 2.06 12.20 0.03 0.08 0.06 3255.20

SFHo3.2M⊙
4.28 - 13.65 0.04 0.04 - -

SFHx 3.98 2.44 12.72 0.04 0.09 0.06 3011.40

Shen 4.35 2.96 13.89 0.05 0.04 0.03 2263.20

TM1 4.05 2.73 12.94 0.04 0.04 0.03 2288.60

TMa 4.03 2.84 12.86 0.04 0.05 0.04 2426.80

hlAPR† 7.67 5.54 24.51 0.25 0.76 0.49 3383.40

hsAPR† 4.43 2.00 14.15 0.05 0.14 0.06 3384.20

hlAPR∗ 7.41 4.05 23.66 0.23 0.82 0.27 3412.60

hsAPR∗ 4.39 2.23 14.02 0.05 0.14 0.09 3447.20

hlDD2† 8.49 6.74 27.12 0.30 0.38 0.26 2587.80

hsDD2† 4.83 3.32 15.42 0.06 0.10 0.06 2588.00

hlDD2∗ 8.21 6.11 26.23 0.28 0.41 0.22 2606.00

hsDD2∗ 4.76 3.28 15.20 0.06 0.11 0.06 2609.00

TABLE IV. Characteristics of the waveforms used in this study. Unless otherwise indicated in the subscript, the total mass is
2.7M⊙ and all systems have a symmetric mass configuration (see § III B 1) . Signal to noise ratios are evaluated for an optimally
oriented source at 20Mpc. Fields denoted “full” refer to quantities evaluated over the full frequency range used for detection
[1.5, 4.0] kHz. Fields denoted “peak” refer to those quantities evaluated in a narrow range around the dominant high-frequency
spectral peak (a 2σ width around the best fitting Gaussian). ROpt is the effective range of an optimal matched-filter search,

assuming a 3–σ statistical significance and O(100) BNS-inspiral triggers; ṄOpt

det is the expected number of post-merger signal
detections for a search with this effective range. The energy, EGW is the energy carried by the GW signal assuming elliptical
polarization and computed according to equation 19. fpeak is the frequency of the highest peak in the signal power spectrum.
Note that the 3.2M⊙ SFHo waveform exhibits prompt collapse so the post-merger characteristics are undefined here.

terms of the classification accuracy, which is the probabil-
ity that the outcome of the merger is correctly identified
as prompt (SFHo3.2M⊙

simulation) or delayed collapse
(all other simulations). This is evaluated as an efficiency
using equation 22, where k is now the number of correctly
classified signals and N is the total number of detected
signals.
In general, we find that the classification accuracy is

better than 95%; the classification algorithm selects the
correct post-merger scenario when confronted with both
PMNS and prompt-collapse waveforms. We note, how-
ever, that three of the PMNS waveforms studied, APR,
DD23.2M⊙

and SFHo, yield lower classification accura-
cies of ∼ 70%, as the SNR of the post-merger peak in
these models comprises a significantly lower fraction of
the full waveform. In the cases where the waveform is
mis-classified, only the low frequency component of the
spectrum is loud enough to be reconstructed and no post-
merger peak is visible.
Figure 9 summarizes the accuracy of the post-merger

frequency determination for our suite of PMNS wave-
forms. Figure 9a shows the recovered frequency as a func-
tion of the target frequency for each waveform. Figure 9b
illustrates the accuracy of the frequency measurement in

terms of the median value and interquartile range of the
absolute deviation from the nominal target value:

δfpeak ≡
∣

∣

∣
fpeak − f

′

peak

∣

∣

∣
. (25)

The median error lies in δfpeak ∼ [4, 15]Hz for the purely
numerical waveforms and δfpeak ∼ [2, 12]Hz for the hy-
bridized waveforms. We find that the frequency measure-
ments are most accurate for waveforms with the most
clearly defined and symmetric post-merger peaks.
Given the relative likelihood that BNS coalescence re-

sults in the formation of a PMNS for a wide variety of
EoS and canonical NS masses (m1 = m2 = 1.35M⊙), it
is natural to ask whether the classification stage is nec-
essary. We find that the classification stage significantly
improves the robustness of the frequency estimation, par-
ticularly for waveforms where the post-merger peak rep-
resents only a small fraction of the total power in the
waveform (i.e., APR, DD23.2M⊙

and SFHo). To illus-
trate this, figure 10 shows the cumulative distribution of
the frequency error δfpeak for the APR waveform, with
and without the classification procedure. If we simply
assume that the merger results in PMNS formation, the
best-fitting Gaussian component for the spectrum (see



16

Waveform RCWB [Mpc] Ṅdet × 10−2 [year−1] Classification Accuracy δ̃fpeak [Hz] δ̃R1.6 [m]

APR 4.03 0.37 0.67 10.96 131.69

DD2 4.98 0.58 0.96 5.48 188.16

DD23.3M⊙
4.74 0.57 0.69 13.63 -

NL3 6.01 0.64 0.97 9.06 150.24

NL33.8M⊙
6.13 0.64 0.95 15.03 -

SFHo 3.46 0.25 0.75 6.87 89.49

SFHo3.2M⊙
5.09 0.59 0.95 - -

SFHx 3.99 0.36 0.95 3.83 242.07

Shen 5.43 0.62 0.96 15.72 234.13

TM1 4.50 0.55 0.95 10.05 175.38

TMa 4.75 0.57 0.97 12.43 30.55

hlAPR† 10.53 2.15 0.97 1.91 168.65

hsAPR† 4.13 0.43 0.77 4.15 162.71

hsAPR∗ 4.10 0.41 0.75 9.55 59.79

hlAPR∗ 8.05 1.11 0.96 9.66 106.93

hlDD2† 12.17 3.21 0.99 1.66 167.40

hsDD2† 6.68 0.71 0.98 1.02 169.32

hlDD2∗ 8.55 1.23 0.98 12.40 242.25

hsDD2∗ 5.36 0.61 0.96 4.73 229.28

TABLE V. Results summary showing effective range to which the CWB analysis is sensitive and the expected detection rate
assuming the “realistic” BNS coalescence rate given in [6]. Classification accuracy gives the probability that the post-merger
scenario (delayed vs prompt collapse) is correctly identified. The delayed collapse waveforms are also characterised in terms of
the median error in the peak frequency measurement and, where appropriate, the median error in the estimation of R1.6.

equation 6) frequently lies at much lower frequencies than
the true post-merger peak, which may not be detected
and reconstructed by CWB at all, leading to serious er-
rors in the the frequency estimation. Indeed, we find that
the 90th-percentile of the frequency error with no classi-
fication stage is 1477kHz. This value falls to just 50Hz
when we include the classification step. We find similar
results for the DD23.2M⊙

and SFHo waveforms. The clas-
sification algorithm is, therefore, an integral part of this
analysis and helps to ensure that there is reasonable evi-
dence for the existence of the post-merger spectral peak
prior to estimating its frequency.
We conclude by considering the accuracy of the de-

termination of the radius of a reference 1.6M⊙ neutron

star, using the measured f
′

peak and the fit of equation 1

from [27]. This fit is derived for systems with total mass
2.7M⊙. We thus restrict this aspect of the analysis to
those simulations with Mtot = 2.7M⊙. It is worth not-
ing that one can still expect a correlation between fpeak
and the radius of a reference neutron star for different
mass configurations but further systematic studies simi-
lar to those in [27] will be necessary to obtain a fit for the
precise form of this relationship. Figure 11b shows the
distributions of the error in the measured radius, defined
as:

δR1.6 =
∣

∣

∣
R1.6 −R

′

1.6

∣

∣

∣
, (26)

where R
′

1.6 is the radius from equation 1 and the mea-

sured post-merger frequency f
′

peak. We find the median

radius error lies in δR1.6 ∼ [30, 250]m, where the small-
est (largest) error is associated with the TMa (SFHx)
waveform.

V. CONCLUSION

This paper presents the first systematic study of the
expected detectability of high-frequency bursts of GWs
from the merger and post-merger phase of binary neutron
star coalescence in the second generation of ground based
detectors, using the Coherent WaveBurst algorithm for
unmodeled transient searches followed by a classification
scheme.
We determine the distance reach, and hence, the ex-

pected detection rates for the CWB analysis through
a large scale Monte-Carlo study where simulated post-
merger GW signals are injected into realistic non-
Gaussian, non-stationary detector data which has been
recolored such that the noise power-spectral density
matches the design goals of aLIGO and AdV.
The results from the CWB Monte-Carlo study are

compared with the expected range and rates for a com-
pletely optimal matched-filter analysis assuming station-
ary, Gaussian noise. We find the effective range of
the CWB analysis is RCWB ∼ 4-11Mpc, depending
on the energy-content of the post-merger GW signal,
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FIG. 8. Classification accuracy: the probability that the
post-merger scenario is correctly identified. Of these mod-
els, SFHo3.2M⊙

exhibits prompt collapse to a black hole; all
other simulations result in PMNS formation.

corresponding to an expected detection rate ṄCWB
det ∼

10−3-0.1 events per year, assuming the ‘realistic’ coales-
cence rate Ṅ = 100MWEG−1 Myr−1 from [6]. If the
waveform is known exactly, permitting the use of an
optimally-matched filter, the post-merger signals consid-
ered in this paper may be detectable within a sphere
of radius ROpt ∼ 13-27Mpc, depending on the energy-
content of the post-merger GW signal, corresponding to

an expected detection rate ṄOpt
det ∼ 0.03-0.3 events per

year. Both results assume that the threshold required
for detection corresponds to a false alarm probability of
p = 10−5, as required for a statistical significance of ap-
proximately 3σ for the follow-up of O(100) events where
the inspiral part of the GW signal has been detected.

While there is nearly an order of magnitude differ-
ence between the sensitivity of the CWB analysis and
the expectation for the idealised matched-filter, it is im-
portant to stress that the optimal sensitivity is highly
unlikely to be realised in practice; even if there was a
sufficiently accurate analytic form for the merger/post-
merger signal which would facilitate the construction of
a matched-filter, the start time of the signal, the sky-
location and the intrinsic parameters of the source would
still be unknown. Searching over the unknown parame-
ter space introduces a trials factor into the SNR distri-
bution, reducing the sensitivity of the search. Further-
more, real detector data is rarely Gaussian or stationary,
which tends to increase the threshold required for de-
tection futher. The CWB analysis, by contrast, makes
no assumptions regarding waveform morphology, uses an
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FIG. 9. Frequency recovery for the PMNS waveforms. Top

panel : the median recovered frequency as versus the target
peak frequency of the waveform. Half-filled symbols indicate
hybridized waveforms (see sec IIIB 2). Bottom panel : the
median (red lines), interquartile ranges (boxes) and the mini-
mum and maximum values within 1.5× the interquartile range
of the absolute error in the frequency determination for each
waveform.
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FIG. 10. The cumulative probability distribution of the ab-
solute error in the determination of peak frequency for APR
waveforms. The red, dashed trace shows the frequency er-
ror after we have applied our classification scheme (see sec-
tion IIB).

.

existing and well-tested data analysis pipeline and uses
recoloured, initial-detector data which may plausibly be
regarded to share the characteristics of advanced detec-
tor data. The optimal and CWB estimates may therefore
be regarded as absolute upper and realistic lower bounds
on the detectability of high-frequency GW signals from
binary neutron star coalescence keeping in mind that the
strength of the GW emission is not exactly known from
numerical simulations.
We have also developed and demonstrated the effi-

cacy of a simple model-selection and parameter esti-
mation algorithm which distinguishes between the post-
merger scenarios of prompt- and delayed-collapse to a
black hole. This procedure, which has negligible compu-
tational cost as compared with the CWB analysis itself,
assumes that any statistically significant high-frequency
signal power following a binary neutron star inspiral is
due to the merger/post-merger GW emission from the
coalescence. For delayed collapse, we expect the recon-
structed waveform to resemble a power-law decay with
a Gaussian peak somewhere in ∼ [2, 4] kHz, while no
such peak is expected in the case of prompt-collapse to
a black hole. We deploy the Bayesian Information Cri-
terion to select between these models and find that, for
most of the waveforms considered in this study, the prob-
ability of correctly identifying the post-merger scenario is
greater than 95%. Delayed collapse waveforms in which
the post-merger spectral peak comprises a smaller frac-
tion of the total SNR prove harder to correctly classify
since the spectrum is dominated by power from the late
inspiral and merger as is the case with prompt collapse.
When the outcome of the merger is identified as

delayed-collapse, the reconstruction analysis also returns
the maximum-likelihood estimate of the center frequency
for the Gaussian peak which we identify with the domi-
nant post-merger oscillation frequency. We find that the
typical magnitude of the error in this determination of
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FIG. 11. Radius recovery for the waveforms exhibiting de-
layed collapse: Top panel : the median recovered radius ver-
sus the target radius for a 1.6M⊙ star with that EoS. Bottom
panel : the median (red lines), interquartile ranges (boxes) and
the minimum and maximum values within 1.5× the interquar-
tile range of the absolute error in the radius determination for
each waveform.
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the peak frequency is δ̃fpeak ∼ 1-10Hz, with the highest
accuracy corresponding to waveforms in which the SNR
is dominated by the contribution from the post-merger
oscillations. In addition, the model selection stage used
to distinguish prompt and delayed collapse increases the
robustness of this frequency estimation by ensuring that
there is indeed evidence for post-merger oscillations be-
fore attempting to measure their dominant frequency
content.
Finally, following [27], we use the measured peak fre-

quency to estimate the radius of a 1.6 M⊙ neutron star
and compare the result to the true radius of such a star
with each waveform’s equation of state. Using the fit de-
scribed in [27] (i.e., equation 1), we find that the typ-
ical magnitude of the error in this radius estimate is
δ̃R1.6 ∼ 100-200m, where the dominant source of er-
ror is in the fit itself associated with the scatter of the
fitted model results rather than the measurement uncer-
tainty. As remarked upon in section IVB2, these es-
timates for the error in the recovered radius are based
on the fit for a specific set of simulations (symmetric
mass configuration with a total mass of 2.7M⊙) where the
fpeak-R1.6 relationship has been carefully studied. Fur-
ther surveys of the post-merger waveform, similar to that
in [27], will be important to obtain relationships similar
to the fpeak-R1.6 correlation for a variety of mass con-
figurations and to account for different approaches and
detailed physics used in various modelling codes.
We see then that the prospects for high-frequency

searches for the post-merger signal following BNS coales-
cence rely on serendipitous nearby events and optimistic
coalescence rates. While such a scenario may be unlikely,
even in the advanced detector era, it is difficult to over-
state the rewards of the detection and characterisation
of the post-merger signal. Indeed, as we have shown
in this work, the combination of very simple modelling
of the signal spectrum and existing data analysis tech-
niques allows one to correctly identify the post-merger
scenario and, in the case of delayed collapse, accurately

measure the dominant post-merger oscillation frequency.
Furthermore, refinements and advances in data analy-
sis ranging from modifications such as improved time-
frequency clustering and choice of basis for the CWB
algorithm used in this study, to novel Bayesian tech-
niques for the robust detection and characterisation of
un-modelled signals (e.g., [107, 108]) may lead to signif-
icant improvements in the prospects for detecting the
high-frequency GW emission following binary neutron
star coalescence. In particular, we consider the devel-
opment of analytic templates for the post-merger sig-
nal such as in [29] and their deployment using Bayesian
inference algorithms such as those described in [66] of
paramount importance and a high-priority goal for the
follow-up of the immiment first detections of binary neu-
tron star inspiral signals in the advanced detector era.
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