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ABSTRACT

Turbulent gas motion inside galaxy clusters provides a megligible non-thermal pressure
supportto the intracluster gas. If not corrected, it leadsgystematic bias in the estimation of
cluster masses from X-ray and Sunyaev-Zel'dovich (SZ) olad®ns assuming hydrostatic
equilibrium, and affects interpretation of measurementhe SZ power spectrum and ob-
servations of cluster outskirts from ongoing and upcomarge cluster surveys. Recently,
IShi & Komatsu [(20114) developed an analytical model for preig the radius, mass, and
redshift dependence of the non-thermal pressure coreddoy the kinetic random motions
of intracluster gas sourced by the cluster mass growth.isnpdper, we compare the predic-
tions of this analytical model to a state-of-the-art cossgatal hydrodynamics simulation.
As different mass growth histories result in different rtbefmal pressure, we perform the
comparison on 65 simulated galaxy clusters on a clusteshlster basis. We find an excel-
lent agreement between the modeled and simulated non-dhpressure profiles. Our results
open up the possibility of using the analytical model to eotthe systematic bias in the mass
estimation of galaxy clusters. We also discuss tests of Hysipal picture underlying the
evolution of intracluster turbulence, as well as a way tahfer improve the analytical mod-
eling, which may help achieve a unified understanding of th@mmal phenomena in galaxy
clusters.

Keywords: galaxies: clusters: general — galaxies: clusters: intstet medium — cosmology:
observations — methods: analytical — methods: numerical

1 INTRODUCTION 2008; Richard et al. 2010: Zhang eflal. 2010: von der Lindeai et
. o . [2014, but see also non-detections, €.g., Israel ét al.| 204y

. Precise mass determm_anons of galaxy clusters are crﬁwal drodynamics numerical simulations of intracluster gasgigioth
their cosmological applications. We usually assume hyétias grid-based [(lapichino & Ni 5008 ichi A P01
equilibrium between the pressure gradient and the grawitalt v 2000: K 21 i 2009:
force on the intracluster gas when determining masses frem X 20141 N l 0L 9’& Nadai 20114) and particle-boa(;tal.
ray and SZ observations. These observations, howevecatjpi 2005 f | 20D5: B - 3012) methods Y
meas%re orl1lytthde .thter?dnal pressu re.oftrt]hehggs. lt\l(;n the;ma# P'" that turbulencd inside clusters generated in the structure forma-
ﬁure,gsnég ecte t’)'m ro Tuhges a Ilgs'mt € )l; rosﬂ? Icred m;—_ tion process contributes significantly to the non-thermakgure.
(;grr:s(traint fT :rzsthéail)ﬁsteismv:;l; fl;r;r::tiggn,an:jatshe eSZC(;)Sor\T/]vzc g'p This alone leads to a HSE mass bias comparable to that foamd fr

; : . ) < (Rasia etlal. 2006, 2012: Nagai. Vikhlinin &atsoV

trum, and affect the interpretation of observations of Eelusut- Iig;;rvgﬂc?r: i & Valdarnini 2008: Lau, Kravisov & Naai @9:
skirts from ongoing and upcoming large cluster surveys. M [ 2010: 1 2012). In addition te th

Obsgrvaponally, the HSE mass bias manifests |_tself aS & girycture formation process, turbulent gas motions candre g
systematic difference between the X-ray (or SZ) derived smas

and the lensing mass of up to 30%_(Allen_1988; Mahdavi et al.
1 Following mm% we refer to the non-thermahdom

motion in the intracluster gas as ‘turbulence’ or ‘turbtlgas motions’
* E-mail: xun@mpa-garching.mpg.de without distinguishing it from isotropic bulk motions.
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erated in the cluster outskirts by the magnetothermal liilita
(Parrish et al. 2012; McCourt, Quataert & Paiish 2013),iarde
cluster core by energy injection from black holes and stéliag-
netic fields and cosmic rays can also potentially contribotthe
non-thermal pressure. We refer to, €.g.. Shi & Komatsu (pédr
a discussion of the these sources, and focus, in the folgpvan
the pressure support from the turbulent motion in the ihtister
gas.

Several observations have provided indirect evidence for
the intracluster gas motion: measurements of the magnelit fi

fluctuations in diffuse cluster radio sourcm;
Voat & EnRlin|2005] Bonafede etlal. 2010; Vacca et al. 2010), X
ray surface brightness fluctuations or pressure fluctustitierred
from X-ray maps [(Schuecker etlal. 2004; Churazov ket al. 12012;
Simionescu et al. 20I12), and the non-detection of resorztt s
tering effects in the X-ray spectra_(Churazov etlal. £004): F
ture observations of the X-ray emission lines are consile®
the most promising method to measure turbulence velodities
rectly (Sunyaev, Norman & Bryan 2003; Zhuravleva et al. 2012

IShang & OH 2012). Whereas these observations greatly boteri
to our understanding of the non-thermal phenomena in thia-int

cluster gas, it is hard to use them to estimate the turbulpres
sure accurately. Moreover, these observations are masikgt to
nearby clusters or the inner regions with high surface ibnigbs
(se 3 for an estimation of the detectatufiiptr-
acluster gas motions by the upcoming Astro-H mission).

On the other hand, the mass estimates require an accurate de-

termination of the non-thermal pressure in the outskirtsla$ters
where most of the mass resides. Therefore, the amplitudraf i
cluster turbulence pressure in the outskirts has to be eftiveo-
retically from the existing knowledge of the injection andsipa-
tion of intracluster turbulence.

One way to estimate the turbulence pressure is to measure it

from cosmological hydrodynamics simulations. Howevengceia
large, high-precision light-cone hydrodynamics simulatis still
too expensive to carry out, it is desirable to have an arcallyti
model that can predict the turbulence pressure, eitheealonom-
bined with dark matter only N-body simulations. More imguarty,
an analytical model is based on physical understandingss, oy
comparing the predictions drawn from an analytical modsiru-
lations and observations, the physical understandingbedested
and improved, forming a healthy feedback loop.

To this end|_Shi & Komatsu (2014) (SK14) developed an an-
alytical model for computing the time evolution of the irdhaster
turbulence pressure. The model is based on a physical @iofur
turbulence injection during hierarchical cluster masgagsy, and
turbulence dissipation with a time-scale determined byuhsover
time of the largest turbulence eddies. In this paper, we sbat-
pare the turbulence pressure predicted by this analyticalemto
that measured in a state-of-art cosmological hydrodynsusiiou-
lation. This comparison will test the validity of the anatytl model
as well as some aspects of the underlying physical picture.

The rest of the paper is organized as follows. In §dct. 2, we in
troduce the simulation and the cluster sample used for tirpao
ison. In Sect 13, we demonstrate how to apply the analyticaleh
to the simulation data. In Sek. 4, we present and discussshits.
The underlying physical picture of turbulence injectiord afissi-
pation, as well as how to test them more thoroughly, are diseml
in Sect[. We conclude in SeLi. 6.
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Figure 1. Distribution of cluster massesat 0 in the mass-limited sample
of simulated galaxy clusters.
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Figure 2. Mass accretion histories of the mass-limited sample of 6&tets

from the Omega500 simulation. Each solid line shows the raesgetion
history of one simulated cluster, color-coded accordinigstonass az = 0

(a = 1 whereais the scale factor). We also show the mean halo mass accre-
tion histories of four different halo masses computed usﬁmml.
(2009) method (black dashed lines).

2 SIMULATION AND CLUSTER SAMPLE

We compare the SK14 model with the outputs of the
Omega500 simulatio 14), a large cosmacddgi
Eulerian simulation performed with the Adaptive Refinement
Tree (ART) N-body+gas-dynamics code_ (Kravisdv _1999;
Kravtsov, Klypin & Hoffman [2002; | Rudd, Zentner & Kravtsov
). In order to achieve the dynamic ranges necessargab/ee
the cores of halos, adaptive refinement in space and time and
non-adaptive refinement in maOOl) are uBked
simulation has a comoving box length of 50¢Mpc and a maxi-
mum comoving spatial resolution of88h‘kpc, and is performed
in a flat ACDM model with the WMAP five-year cosmological
parameters (Komatsu et|al. 2009). For consistency withliysips
included in the analytical model, the simulation we use duoats
include radiative cooling or feedback. See Nelson, Lau &alag
) for the implications of neglecting these additiophaysics
in simulations.
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Comparison with cosmological hydrodynamics simulatior3

We select a mass-limited sample of 65 galaxy clusters-ad
from the simulation. Its mass distribution is shown in Elg\We
measure one-dimensional profiles of various quantities asadhe
density and pressure at 25 snapshots betweef andz = 1.5. See
INelson et al.[(2014) and Nelson, Lau & Nagai (2014) (NLN14) fo
more information on the simulation and the cluster sample.

Fig.[2 shows the mass accretion histories of the cluster lgamp
Each of 65 clusters is assigned a color depending on theinfiass
atz = 0. The massM.gom, is defined as the mass enclosed within
the radius,raoom Within which the average matter density equals
200 times the mean mass density of the universe. The dastesd i
in Fig.[2 show the analytical mean halo mass accretion hestaf
Ml.mg) for four representative halo masses. \bleHiat
the mass accretion histories of the simulated clustergllaagree
with that predicted b09), despite that thetmmas-
sive clusters in the sample show slightly slower mass aocréts-
tories than the prediction of Zhao el é,l.__(2b09). This suggtsat
the few most massive clusters in the simulated cluster saucgn
be slightly more relaxed than the cosmic average. We do muatctx
this to affect generality of our results.

3 ANALYTICAL MODEL OF NON-THERMAL
PRESSURE

3.1 Themodel
The SK14 model uses a first-order differential equation
dop, To dofy,
a ot 7 d (1)

to describe the time evolution of turbulence velocity disjpn
squaredo2,, which is also the turbulence pressiPg, per unit
density, i.e.02;, = Pnn/pgas The evolution ofo2, is sourced by
that of the total velocity dispersion squared,,, which is the sum
of turbulence (‘nth’, non-thermal) and thermal (‘th’) velty dis-
persion squared:

> _ Pn +02 = Prot 2)

o = =
tot th ’
Pgas

with Pyt = Py + Pon. The turbulence dissipation time scatg,
is taken to be proportional to the dynamical time of the intra
cluster gasty = Btayn/2. It can be derived from the accumulated
total mass profileM(< r), as the dynamical time is defined by
tayn = 27 +/r3/[GM(< 1)]. In general o2, ty, and hencer?,, are all
functions of radius, mass, and redshift of a cluster. Thegamam-

eters in the model; andg, are taken to be constants by assumption.

We needrZ, andty to solve equatiori{1). These quantities are,
to first order, dictated by the gravitational potential. Hesential
input knowledge is then how the gravitational potential piees
with time, or simply the mass accretion history. Differehisters
have different mass accretion histories; thus, to compreretodel
predictions with the simulated clusters on a cluster-lustr basis,
we takeo2, andty directly from the simulation outputs of individ-
ual clusters.

We measure the turbulence velocity dispersiogy,, in each
radial shell as the r.m.s. velocity after subtracting theamee-
locity of the shell with respect to the center-of-mass vigyoof
the total mass interior to this radial shell (NLN14). In arde
remove the kinetic energy associated with sub-structureishwv
does not contribute to the pressure of the global intraetugas,
we also exclude the contribution from gas that lies in thehhig
density tail in the probability distribution of gas densgtiaccord-
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Figure 3. Growth of oot @s a function of the scale factor of the universe in
one representative cluster with a typical mass and acaoréiigtory. Each
solid line showsrit measured in the simulation at a certain Eulerian radius
indicated by the color bar. The dashed lines are the smoathedrowth
curves used in the modeling.

ing to the procedure presented in Zhuravleva et al. (20h33dti-
tion, we smooth the profiles with the Savitzky-Golay filteedsn
ILau, Kravtsov & Nagail(2009). We then compute the total veloc
ity dispersion squaredr2,, according to equatioi 2. We then
compute the non-thermal pressure fractiéy,, as their ratio, i.e.,
fotn = o_rZ“h/O.th_

3.2 Smoothing the sourceterm

As a cluster grows in mass, itso: generally increases, sug-
gesting a positive source term in the right hand side of éopuil).
For the simulated clusters, however, thg at each Eulerian radius
may also decrease due to local inhomogeneities. As an egampl
Fig.[3 we showr at a few radial bins of one cluster as a function
of the scale factor of the universe. The selected clustenlmass
of 8.9 x 10'* h™*M,, and an accretion history proxysoom = 2.3
(see Secf.4]3), both close to the median values of the rimaied
cluster sample. Some wiggles existdfy, which propagate from
small to large radii. They likely correspond to outwardly vimgy
merger shocks with Mach numbers aroun@l &nd sweep across
the cluster in a time of 1-2 Gyr.

The analytical model does not intend to capture such tran-
sient phenomena, but rather their long-term effect on thradius-
ter medium. Therefore we smooth these wiggles to reduce thei
numerical effect. We do so by choosing the points from eatiusi
latedooi(@) curve which have a smaller value than all the points to

2 Alternatively, one may computeftzot from Py which by itself is com-
puted using the hydrostatic equilibrium equation, and therive aﬁth as
the difference ofo2, and Pi/pgas Since simulated galaxy clusters are
not spherically symmetric nor fully relaxed, this alteimatmethod yields
slightly differento2,. While theo2,, profiles of the cluster sample computed
with the two methods are very similar in the virial region leé tclusters, the
a-ﬁth profiles are significantly different because the altereatiethod com-
puteSUﬁIh as the difference of two large quantities. Simﬁ?h computed this
way is more prone to numerical errors, we choose the methsetided in

the main text to compute?,, ando?,,.
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the right of this curve (at a largey), and fit linearly between these
chosen points. We then use the resulting monotonouslyasurg
oot(8) (dashed lines in Fidl3) in the modeling.

3.3 Initial condition

In SK14 we have argued that, as long as the initial time is
chosen to be early enough, the choice of the valud,gfat the
initial time does not affect the final value &fy. In the inner region
of the cluster, this is because the short turbulence digsipime
drives fnn quickly to its limiting value determined by the ratio of
ty and the cluster mass growth time scale (see Sect. 3.2 of SK14)
In the cluster outskirts, the turbulence pressure doesnadete
throughout time, but the growth is significant after the oegenters
the virial radius of the cluster, which occurs only at lateds.

In this paper, the initial time is chosen at= 1.5, which is
early enough for the above arguments to hold to a high dedeee o
curacy for studying cluster profiles a& 0. Thus, for convenience
and consistency, we choose the initial condition tofle= 0 for
all clusters atz = 1.5. Another option, namely using the values of
fotn measured from the simulation at= 1.5, can provide a more
precise initial condition, but only for regions inside dieis which
are dynamically relaxed at that time. We have comparedfthe
values atz = 0 using this initial condition with those using the
default initial condition. The difference is negligiblesideroon.

4 RESULTS: MODEL VSSIMULATION

We shall limit the comparison between the model predictions
and the simulation outputs to.(0— 1)r,oom We avoid the clus-
ter core regionr( < 0.1r,00m) because of both theoretical and nu-
merical difficulties there, such as the uncertainty on theslfiack
effect of the central AGNs, the disagreement of numericahme
ods on gas thermodynamical quantities in the core regianhtam
ambiguity in the choice of the cluster center and its consege
on the projected one-dimensional profiles. We restrict thdysto
r < raoom (@bout 13r; atz = 0 andry; atz = 1 in a standard
ACDM cosmology for cluster-mass objects), and avoid thellinfa
region in which the inward acceleration of gas introduceigaifs-
cant additional source of deviation from the hydrostatigigyium
(Lau, Nagai & Nelson 2013; Suto et|al. 2013; Nelson ét al. 2014
We choosg = 1 andn = 0.7 as the preferred value (SK14). Effects
of varying 8 andn will be presented in Sedf.4.2. All comparison
will be performed on the cluster samplezat O.

4.1 Non-thermal pressurefraction

We show the comparison of the modeled and simulated non-
thermal fraction profiles of 6 clusters in FId. 4. The clustare
selected such that their masses spread over the full rangallF
clusters shown, there is a clear trendfgf increasing with radius
in the simulated profiles. This trend is a natural consecgi@h@n
increasing turbulence dissipation time at larger radig anwell
reproduced by the modeled profiles. On the other hand, thesal
of the non-thermal fraction at the same radius scaleth§y, vary
by a factor of a few among the clusters. This distinctivead#hce
in the f, values is also well reproduced by the modeled profiles.

The meanfy, profiles of the whole sample are shown in
Fig.[3. The solid and the dashed lines are the modeled and simu
lated profiles, respectively. Not only does the mean agnetealbo
the magnitude of the scatter (shown by the shaded regions¢sg
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Figure 4. Comparison of modeled (solid lines) and simulated (dasheg)

fotn profiles of individual clusters. Profiles of 6 typical clustevith a spec-
trum of different masses at= 0 are shown.
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Figure 5. Non-thermal fraction profile of the mass-limited sampleeTh
solid line and the hatched shaded region are the mean and84é fier-
centile of the modeled profiles; the dashed line and the ghkdtshaded
region are those of the simulated profiles.

Fig.[d shows a more quantitative comparison of the modeled
and simulated, values. Each data point here shows the modeled
versus simulated,y, values in one logarithmic radial bin of one
cluster in the sample. Largdy, values are found at larger radii,
as shown by the color-coding. To guide the eye, we group tte da
points into bins according to their model&gh values, and mark the
median simulated,, value of each group with a black point whose
x-position indicates the center of the bin. The associateat &ar
shows the & scatter of the simulatetl, distribution. We find an
excellent agreement between the modeled and simufgted

Looking closer, the slight deviation of the black pointsnfro
the one-to-one relation (the diagonal line) at lafgg values can
be explained by the selection effect that only data pointe/éen
0.1 and 1r,pan are shown. The same selection effect does not seem
sufficient to explain the deviation at sméll, values, and this may
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Figure 6. Comparison of the modeled and simulated non-thermal &nacti
fatn, Of the mass-limited sample. Each point on the scatter ploivs one
radial bin of one cluster in the sample, and is color-codemmting to the
central radius of the bin relative tpan. Only radial bins between.D and

1 ryo0m are shown. The black points with error bars show the median an
16/84 percentile of the distribution df, measured from the simulation in
bins of modeledf,, values. The diagonal line shows the one-to-one corre-
spondence.

suggest a systematic tendency of a smaller modeled thafesedu
non-thermal fraction at < 0.25r,00m. Although the statistical sig-
nificance is only &, we offer a possible explanation of this devia-
tion in Sect[b.

4.2 Effect of varying model parameters

The two parameters in the analytical modehndg, are phys-
ical parameters related to turbulence injection and disiip, re-
spectively. However, their values are not yet well-corised from
theory. In SK14, we find thatg ~ 0.7 andg ~ 1 provide an
excellent agreement between the model predictions and the fi
ting formulae derived from the existing observati.
[2010; Planck Collaboration etlal. 2013) and numerical sitiohs
(Shaw et dll 2010; Battaglia et'al. 2012). The same value+ep
duce the simulation outputs used in this paper.

To examine how sensitive the comparison results are to the ex
act values of; andg, we show the effects of varying them in Hig. 7.
Each panel in Fid.]7 uses different valuegandn as shown, and
the central panel with = 0.7 andg = 1 is identical to Fig[b.

When the cluster mass growth is fast, i.e., whef, in-
creases with a timescalg..n shorter than the turbulence dissipa-
tion time scaldg, the non-thermal fraction approachgéSect. 32
in SK14). In the opposite case, the non-thermal fraction@gghes
Nta/tgrowth & 8. At Z = 0,1y < tgrowtn in the inner region of a galaxy
cluster, whereaty/ is comparable tdg.own in the outskirts. This
suggests thaf., is roughly proportional to;8 wheng < 1, and
the shape of the radial dependencefgf is mainly given by the
increase of the dynamical time with radius. For larger valois,
the radial dependence @f;, should flatten towards large radii due
to the saturation of ., to the value of; in the fast growth regime.

These features are clearly visible in Hig. 7: the slope of the
modeled versus simulatefgy, relation is primarily determined by
nB, and the curvature of the relation I8y As far as the slope is

(© 0000 RAS, MNRAS000, [1H9

concerned, the three panels on the diagonal from bottortolédp
right with 0.5 < 18 < 1 provide a good match between the modeled
and simulated values. From the curvature of the relatiangémtral
panel with the default parameter values give the best agnegnim
the sense that the scatter of the data points at each radthe@eh
color) is most symmetric around the one-to-one relation.

4.3 Dynamical state

SK14 used the analytical mean mass accretion history of
I.9) to show that the average non-thermal yoress
fraction increases with the cluster mass and redshift. fEiire is
hard to test directly with the simulated cluster sample deed in
Sect[2 due to the limited range of masses and redshifts fatwh
the profiles of the clusters are well-resolved. Also, asalisted
by NLN14, the redshift and mass dependencies are greatlgeed
when the cluster radius is scaled By

Still, we can divide the simulated cluster sample by their ac
cretion histories, and test whether the model and the stioola
yield the same difference ofyy between the sub-samples. Since
the model attributes the origin of the mass and redshift idgge-
cies of fun, to the dependence on the recent mass accretion history,
this provides a more direct test of the model prediction ttam-
paring the average non-thermal pressure fraction of alsat@ples
at different redshift or with different masses.

We adopt a simple quantification of the recent accretion his-

tory as introduced by NLN14 and Diemer & Kravtsov (2014),

r _ |Oglo[M200-n(Z = 0)] - |Oglo[M200-n(Z = 05)]
M= logyo[a(z = 0)] - logye[a(z = 0.5)]

A larger I'oom Value indicates more mass growth sirce= 0.5.
The value ofl"200m is also an indicator of the dynamical state, as
there is a strong correlation between the recent mass grameth
the dynamical state of a galaxy cluster,

The distribution ofl’;00m in the mass-limited cluster sample
is shown in Fig[B. We select two sub-samples of the simulated
clusters withT';0om < 1.8 andT0om > 2.7, respectively. Both
sub-samples contain 23 galaxy clusters. We apply the acellyt
model to each cluster in the sub-sample and compare the mean
fotn profile of each sub-sample with the corresponding simulated
one. As shown in Fid.]9, the sub-sample with higher recentsmas
growth has a significantly higher non-thermal pressuretitacat
all radii. This is consistent with the previous numericalés (e.g.,
Nagai, Vikhlinin & KravtsoV| 2007;_Piffaretti & Valdarnini @08;

1I.2012) which consistently find a larger hydrista
mass bias for less relaxed, recently merged clusters. Tifesahce
in the average non-thermal pressure fraction is remarkaéllre-
produced by the analytical model. This result reinforceshhsic
underlying physical picture that intracluster turbulerc#iggered
during the cluster mass assembly, and that the kinetic gmetge
intracluster turbulence is derived ultimately from thewational
energy released during the structure growth.

In Fig.[I0 we compare the modeled and simulated non-
thermal fractions in each radial bin of each cluster in the sub-
samples. It is clear that, for the early accretidpogm < 1.8) sub-
sample which consists of more dynamically relaxed clusietbe
time of comparisonZ = 0), the scatter between the modeled and
simulatedf, values is smaller. This is in accord with the expec-
tation that the analytical model works better for dynamyjcag-
laxed clusters. Nevertheless, a clear correlation existsfar the
more disturbed cluster§4yom > 2.7), suggesting that the analytical
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Figure 8. Distribution of the proxy of the accretion history and dyrieah

state,I'200m, computed from the mass-limited sample of simulated galaxy

clusters.

model is also applicable to these systems in estimatinguitioelt
lence pressure, though with greater noise.

We note that th& ;00 parameter used in this paper is not op-
timal as a proxy for the dynamical state, since it is definetth e
mass increase between two shapshots. By definition, thardyna
cal state of a cluster can be determined by its temporarg.stat
dynamical state proxy defined at a single snapshot baseealyth
namical properties of the halo particles would be more coieve
to use, and at the same time provide a more direct charaatieriz
of the deviation from hydrostatic equilibrium. For futurtedies of
assigning the non-thermal pressure profile to dark matters hex-
tracted from the dark-matter only N-body simulation, sucbren
advanced dynamical state proxy may be preferred.

5 DISCUSSION: TEST OF THE PHYSICAL PARADIGM

Evolution of the intracluster turbulence is a problem iniog
a vast range of spatial and time scales. The relevant physica
cesses include the cluster mass assembly in a cosmologitaxe,
the merger and accretion shocks which convert the bulk ikileet
ergy into the turbulence kinetic energy and heat, and thailddt
intracluster gas dynamics associated with the developerehtas-
cade of turbulence. Simulating all of them with sufficientrerical
precision is beyond the reach of a single set of numericalilsim
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Figure 9. Modeled and simulatedy, profiles of an early growth sub-
sample [200m < 1.8, blue lines) and a late growth sub-samplgym > 2.7,
red lines). The lines and the shaded regions are the meatemftiie sam-
ple and the 16/84 percentiles, respectively.

tions. Simulations dedicated to certain physical processrild be
needed for testing them in greater detail.

In this respect, the large-size cosmological simulatioedus
in this paper is ideal for testing the relation of turbulemgrewth
with cluster mass assembly in a cosmological context, foickvh
the picture underlying the analytical model has been verfiiethe
positive results presented in Sédt. 4. On the other handalog-
ical simulations of a single cluster (e.h., Vazza étal. RommL1;

Paul et all 2011; Miniati 2014) are better suited for studyimech-

anisms of turbulence injection, and high resolution sirtioles per-

formed on a fixed gridl (Gaspari & Churazov 2013; Gasparilet al.

-) are better suited for studying the turbulence caspautess.
The insights gained from these dedicated simulations caabiéy
incorporated into the analytical model.

For a precise assessment of the amplitude of intracluster tu
bulence pressure, it is important to know the effectiverttaiza-
tion ratio at turbulence injection, and the turbulence igeston
time scale. In the framework of the SK14 analytical modeis th
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Figure 10. Comparison of modeled and simulatég, of the early growth
sub-sample (upper panel) and the late growth sub-sampier(ipanel). In
each panel the symbols are the same as those ifiJFig. 6.

with the long-term power law decay behavior expected for the

turbulence kinetic energy (Landau & Lifshitz 1959; Frlsc80%;
\Subramanian, Shukurov & Haug

én_2006). This inconsistescy i
due to our assumption of a one-to-one relation between tre cl
ter radius and the turbulence dissipation time scale, wisiche
ratio of the size and velocity of the largest eddies, at thdtus
(i.e.,tq o« tgyn). The consequence of this assumption is most visi-

suggests the need to determine the values of the model paramep)e in the regions where turbulence dissipates much faisser it
tersp andg and investigate their possible dependence on radius, grows, and may have contributed to the possible systerhaifea

redshift, and cluster mass. These can in principle be ehlizy
dedicated numerical simulations, when numerical effettthése
simulations are well-understood and controlled. Recentsing
the moving-mesh numerical scheme, Schaal & Springel (2684)
ported a higher energy dissipation fraction contributeghoycks in
the warm hot intergalactic medium, and correspondinglyghésti

average Mach number of shocks at which the bulk of energy dis-

sipates, than previous studies performed with the Adapifesh
Refinement technique (e.q.. Ryu et al, 2003; Pfrommer| 2086 2
[Kang et all 2007; Vazza etlal. 2011; Planelles & Quilis 20T8)s,

if confirmed, would suggest a higher thermalization ratia ¢hat
a radius and redshift dependencejafiould be determined by the
relative importance of the high Mach number accretion skaaid
the low Mach number internal shocks.

ference between the modeled and simulaigdat small radii. To
correct for this, one may need to include a spectral dimentso
the model, that is to keep track of the power spectrum of terime
velocity field at each radius as a function of time. This, imtwvill
allow for an easier link to intracluster magnetic fields androic
rays.

6 CONCLUSION AND PERSPECTIVES

We have compared the SK14 analytical model for the turbu-
lence pressure inside galaxy clusters to a state-of-thieydrody-
namics numerical simulation. The analytical model and iimei&-

We note that the SK14 analytical model is not consistent tion outputs show excellent agreement on the non-therneakpre
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fraction on a cluster-by-cluster basis - both its radiafifg@nd its Israel H., Reiprich T. H., Erben T., Massey R. J., Sarazin C. L
dependence on the cluster mass accretion history. Schneider P., Vikhlinin A., 2014, arXiv:1402.3267

This demonstrates that the SK14 model in its current form Kang H., Ryu D., Cen R., Ostriker J. P., 2007, ApJ, 669, 729
can already be used to predict the amplitude of intraclustéu- Klypin A., Kravtsov A. V., Bullock J. S., Primack J. R., 2001,
lence pressure with a precision comparable to that of the-sfeart ApJ, 554, 903
cosmological hydrodynamics simulations. This opens upxait-e Komatsu E. et al., 2009, ApJS, 180, 330
ing possibility that we may be able to use the analytical mtale Kravtsov A. V., 1999, PhD thesis, NEW MEXICO STATE UNI-
correct the systematic bias in the mass estimation of gathist VERSITY
ters due to the turbulence pressure. The analytical maaélrn, Kravtsov A. V., Klypin A., Hoffman Y., 2002, ApJ, 571, 563
would also provide a convenient and efficient way to interfite Landau L. D., Lifshitz E. M., 1959, Fluid Mechanics. Pergamo
SZ power spectrum and observations of cluster outskirts foo- Press, Oxford
going and upcoming large cluster surveys. Lau E. T., Kravtsov A. V., Nagai D., 2009, ApJ, 705, 1129

At the same time, the comparison results show that a simple Lau E. T., Nagai D., Nelson K., 2013, ApJ, 777, 151
analytical model can indeed capture the basic physicaless®s Mahdavi A., Hoekstra H., Babul A., Henry J. P., 2008, MNRAS,

related to the evolution of intracluster turbulence pressin par- 384, 1567

ticular, our comparison study has verified the underlyingsital McCourt M., Quataert E., Parrish 1. J., 2013, MNRAS, 432, 404

picture that the turbulence growth is determined by clusiass as- Meneghetti M., Rasia E., Merten J., Bellagamba F., EttoiBz-

sembly in a cosmological context. The detailed physicsrrégg zotta P., Dolag K., Marri S., 2010, A&A, 514, A93

injection and dissipation of intracluster turbulence iieggifurther Miniati F., 2014, ApJ, 782, 21

tests from comparisons with dedicated high resolution Ktans Murgia M., Govoni F., Feretti L., Giovannini G., Dallacasa, D

of individual clusters. We point out that adding a spectialehsion Fanti R., Taylor G. B., Dolag K., 2004, A&A, 424, 429

to the model may lead to a better description of the long-digsi- Nagai D., Lau E. T., Avestruz C., Nelson K., Rudd D. H., 2013,

pation of the turbulence, further improve the consisteniti gim- Apd, 777, 137

ulations in the inner regions of clusters, and provide a &aork Nagai D., Vikhlinin A., Kravtsov A. V., 2007, ApJ, 655, 98

for a unified understanding of non-thermal phenomena inxgala Nelson K., Lau E. T., Nagai D., 2014, arXiv: 1404.4636

clusters. Nelson K., Lau E. T., Nagai D., Rudd D. H., Yu L., 2014, ApJ,
782, 107
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