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ABSTRACT

Aims. We study the implications of averaging methods witfialent reference depth scales for 3D hydrodynamical modsb-at
spheres computed with thesScer-code. The temporally and spatially averaged (hereafteotéel ag3D)) models are explored
in the light of local thermodynamic equilibrium (LTE) speadtline formation by comparing spectrum calculations gsiall 3D
atmosphere structures with those fr¢8D) averages.

Methods. We explore methods for computing meg8D) stratifications from the Bccer-grid time-dependent 3D radiative hydro-
dynamical atmosphere models by considering fodiredent reference depth scales (geometrical depth, coluassmensity, and
two optical depth scales). Furthermore, we investigateirifisence of alternative averages (logarithmic or enforbgdrostatic
equilibrium, flux-weighted temperatures). For the linetiation we compute curves of growth for Fand Fai lines in LTE .

Results. The resulting(3D) stratifications for the four reference depth scales can hsiderably diferent. We find typically that in
the upper atmosphere and in the superadiabatic regionglast/lbhe optical surface, where the temperature and defhsityations are
highest, the dferences become considerable and increase for highetower logg, and lower [F¢H]. The differential comparison
of spectral line formation shows distinctivefigirences depending on whi¢BD) model is applied. The averages over layers of
constant column-mass density yield the best m&&n representation for LTE line formation, while the averagesayers at constant
geometrical height are the least appropriate. Unexpeagtda usually preferred averages over layers of constaitabmlepth are
prone to the increasing interference of the reversed gationltowards higherfeective temperature, in particular at low metallicity.

Key words. convection — hydrodynamics — radiative transfer — line: formation — stars: abundances — stars: atmospheres — stars:
fundamental parameters— stars: general— stars: late-type — stars: solar-type

1. Introduction Most of the limitations of 1D modeling of convection can
be overcome only by performing time-dependent, three di-
Theoretical model atmospheres are necessary in orderntensional (3D), radiative-hydrodynamical (RHD) calcidas
interpret stellar fluxes and derive individual characterss (see Nordlund et al. 2009, and references therein). Theafoal
of stars, like stellar parameters and chemical abundanbes.3D simulations is to provide realistic ab initio models wer
recent decades, successive improvements of the often usetlar surface convection emerges self-consistentlgn ffist
one-dimensional (1D) hydrostatic atmosphere models hawe cprinciples. Compared to 1D models, such 3D RHD models are
firmed their predictive capabilities (see e.g. Gustafssatlie able, for the Sun in particular, to predict additional olvabte
2008) but also highlighted their limitations. In fact, teesD features of stars associated with stellar surface veldigtgs
models make use of several simplifications in favor of compand temperature and density inhomogeneities, e.g. sugface
tational ease, the most prominent one being the treatmentuition pattern, line asymmetries, and center-to-limbatam
convection with the mixing-length theory (MLT, Bohm-Vite& (CLV; e.g.lAsplund et al. 2000b; Pereira etial. 2013). In orde
1958; [Henyey et all_1965). The latter entails several frée systematically study such properties of stars with aistal
parameters, in particular the free mixing-length parametepproach, we have computed a large grid of 3D models using
amLT, Which is a priori unknown, hence is normally calibratethe Saceer-code, covering a wide range in stellar param8ters
for the Sun by observations and assumed constant for afl. stéT s, logg, and [F&H]) for late-type (spectral type FGK) stars
Moreover, the calculation of synthetic spectral absorptigsee Magic et al. 2013, hereafter Paper I).
lines in 1D requires the additional calibration of micro-dan
macro-turbulence parametergyfy, and ywr,, respectively) in It is advantageous to reduce the relatively large amount of
order to account properly for the contribution of non-tharmdata from the full 3D atmospheric models to temporally arat sp
convective and turbulent motions to the broadening of spkcttially averaged (hereaftgBD)) representations. However, this
line profiles. reduction is based at the expense of physical self-consigte
(see_Atroshchenko & Gadun 1994). Nonetheless, in this way
one can deal with more manageable atmospheric data stsctur
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compared to the otherwise enormous amount of informatiapplied to all Saceer-grid models to reduce the computational
associated with the full 3D models. These m&a8B) strati- burden while still accounting for non-grey radiative triagsee
fications are usually compared with classical 1D hydrostatlordlund 1982; Skartlien 2000). Our simulations are of the s
atmosphere models. | _Nordlund & Stein (2001) pointed oo&lledbox-in-a-star type and cover only a small representative
that the large-amplitude fluctuations in the superadiabatiolume of stellar surface typically including about tenmgrkes
region leads to deviations from the hydrostatic equilibriu horizontally and spanning about 14 pressure scale hei%mfsv
Furthermore, the 3D data sets incorporate quantities eéntergcally. The numerical resolution of the Cartesian grid is 240
from the hydrodynamics and associated with convectioff itsefeatures a non-equidistant vertical axis in order to enbaaso-
e.g. self-consistent velocity fields and turbulent pressémr lution in the layers with the steepest temperature grasliélrtie
which there are no physically consistent counterpartsercttse vertical boundaries are open, while the horizontal onepare

of 1D hydrostatic models. odic.

The definition of thg3D) stratifications is not unambiguous2 5 C tina t | and horizontal
nor unique, but depends largely on the choice of referengthde™ " omputing temporal and horizontal averages
scale. When dealing with the analysis of the atmospher&riayWe computed various temporal and horizontal averages for a
above the optical surface, monochromatic or Rosselandaptilarge number of physical quantities of interest. For thetiaba
depth scales are usually considered the appropriate chioice (horizontal) averages, we compu@D) stratifications by con-
these are the natural reference depth scales that are usesidering four diferent reference depth scales and averaging the
describe radiative transfer processes in the photosperéhe various physical quantities on layers of constant
other hand, the optical depth loses somewhat its usefulness ) ]
the very deep optically thick layers below the optical scefa — 9eometrical height,
There, other reference scales are best suited to desceipesim ~ — column mass density= [ pdz,
properties of the stellar stratification. Also, the bimodald — Rosseland optical depthiross= f (0kRos9 02,
highly asymmetric distribution of bulk upflows and downflows _ optical depth at 500 nrmrsgo = f(pksoo) dz
in the convective zone complicates the definition of a megnin
ful unique average value, particularly near the surfacahat (hereafter denoted b8D);, (3D)m, (3D)ross @Nd(3D)s00, re-
transition between convectively unstable and stable regio ~ spectively), wherg is the gas density, angkoss and ksoo are
the Rosseland mean opacity and opacity at 500 nm, resplgctive

Uitenbroek & Criscuoli [(2011) investigated the applicatioboth defined as cross-sections per unit mass. The geonhetrica
of (3D) models to spectral line formation. They computedverages3D), are easily taken directly from the output of the
and compared continuum and atomic line intensities and th&8aceer-code, since the numerical mesh of this code is of Eule-
respective CLV from3D) and 3D models. They concluded thafian nature. For the other three (Lagrangian-like) avesatie
a mean(3D) stratification is insflicient to represent the full 3D original data sets have to be remapped to their respective ne
atmosphere model in the light of spectral analysis. As remsdeference depth scale by individually interpolating eaclumn
for the latter they list the nonlinearity of the Planck fuioot Of each 3D simulation snapshot (fee 2.2.2). Furthermore, we
formation of molecules and the asymmetry of convectiso considered four additional averages:

motions. — flux-weighted average temperatu(€?),

The present work constitutes the second paper in the-S E)\ge;ﬁ?hembi(r:l%Cter}:sgse(tggijrature at S000q),

Ger-grid series. Here, we want to explore the following key_ . g T
question: what is the most meaning§8D) stratification derived enforced-hydrostatic-equilibrium averagab)yse
from the full 3D data set? We discuss this question in paeicuWe determine the flux-weighted temperature stratificatiot
in the context of radiative transfer applications such asspl by evaluating the spatial averages ©f, motivated by the
line formation. We investigate which averaging method ¢tad Stefan-Boltzmann law for wavelength-integrated radafiux.
the best choice for reproducing the spectral line absargda- The brightness temperature averdgg is computed using the
tures by probing the latter with fictitious Fand Far lines with expressiontéO«B500(T))), where Bggg and Bgéo denote the
different strengths and excitation potentials. Planck function at 500 nm and its inverse, respectively &se
Sect.[3.]); the depth-dependéht.g) is thus to be interpreted
as the equivalent brightness temperature corresponditigeto
2. Averaging 3D models average black-body emission at 500 nm from each layer. For
(3D)iog We define spatial averages of a given 3D variaklas
exp({logX}). Finally, since the(3D) models do not fulfill in
The 3D models that form the basis of the present work wegeneral the hydrostatic equilibrium condition (see App2)A.
computed with the Bccer-code; for a general description offor the (3D)ysg averages wenforce hydrostatic equilibrium by
our grid of 3D models, we refer the reader to Paper I. In shoajusting the density and adjusting the thermodynamicspires
the SacGer-code solves the time-dependent, 3D hydrodynarpy, consistently with the EQS, until hydrostatic equilibrium
ical equations coupled with realistic non-gray radiatikens- is attained. We emphasize that the proper enforcement of
fer. We utilize an updated version of the realistic stat¢hefart hydrostatic equilibrium requires that one considers bdih t
equation of state (EOS) by Mihalas et al. (1988). Continunch athermodynamicpy, and turbulentpy,, contributions to total
sampled line opacity are taken primarily from the MARCS paclpressurepyt: the gas pressure in the atmosphere is in fact
age (Gustafsson etlal. 2008; see also references in Papéel). significantly reduced because of the structural suppoxtigeal
radiative transfer is solved for nine angles along long abar by turbulent pressure. Then, a new geometrical depth
teristics with a slightly modified version of the Feautri&®64) computed (see Eq.A.2).
method. The opacity-binning method with 12 opacity bins is

2.1. The 3D atmosphere models
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Classical hydrostatic 1D models of stellar atmospheres dw@ction of basic independent variables and the EOS, thes-int
often defined and computed on an optical depth scale, siige fiolation to a new reference depth scale should be performed
allows to easily adjust the numerical resolution where inisst after the retrieval of the variables. In particular, beeao$
necessary to achieve the highest accuracy in the solutitimeof these non-linearities, we caution against the derivatién o
radiative transfer equation in the atmospheric layersh lbloi- thermodynamic variables via the EOS by utilizing averaged
ing the modeling itself and during line formation calcuteis. independent variables interpolated to the new referenpghde
Therefore, especially for radiative transfer-orientepliegations, scale, since the spatial averaging will inevitably break th
these 1D models can be compared most naturally with averaghgsical self-consistency present in the full original 3Btal
of corresponding 3D models on constant optical de(@B)r.ss (see Secf. 2.2.2 and A.3).
or (3D)sgo. In Paper I, in particular, we adopt€8D)rqss aS
our standard averaging choice; one of the main reasons whyAt the vertical boundaries of our simulation box are so
we chose(3D)rqss OVer (3D)sqq is that during the scaling of called ghost-zones, each consisting of five layers at the top
the simulations and the construction of the initial snapshtbe and bottom. Their sole purpose is to numerically define the
top physical boundary of essentially all models reachedoup lioundary conditions at both vertical ends; they do not donta
(log7Rrosstop ~ —6.0 (see Paper I). On the contrary, the verticglhysically meaningful values, hence we excluded them leefor
extent of the simulations in terms of optical depth at 500 nthe averaging procedure.
varies depending on stellar parameters @ag particular) ow-
ing to the concomitant variations of the opacity at 500 nm as To speed up the calculations without noticeably degrading
a function of temperature and density. Therefore, @B)s5,, the statistical properties, when computing the averages we
models require in general a careful extrapolation at theddye consider only every fourth column of the 3D data cubes in both
extended up to logsgo~ — 6.0 (see Sect[_2.2.3). On the othehorizontal directions X andy), which means that the initial
hand, while regarding the conditions below surface it isasgb NxNy = 240> columns are reduced down to%0The vertical
use(3D), or (3D),. extent of the columns is unchanged with= 230 (geometrical)
While (3D)ross OF (3D)s50p represent natural reference depthr 101 (all other reference depth scales). Tests ensurethiba
scales for the mean photospheric stratificati@D), or (3D),, horizontal reduction does not influence the horizontal ages
are better suited for the description of the average phystwa due to the still large sample of vertical columns consideaed
ditions below the stellar surface, e.g. only the geomdtdwa the multiple snapshots included in the temporal averaging.
erages are fulfilling conservation of momentum and energy (s
App.[A2). For step 3, we used an arithmetic mean to compute the aver-

In late-type stellar atmospheres, the continuum opagity age values of variabl¥ for snapshot at each horizontal layer
in the optical is dominated by the Hbound-free absorption
which depends sensitively on temperatueT(?). Therefore, 1
even small fluctuations i will result in large variations in,, 2t N ZZ Xuyzt
which in turn will lead to a high degree of spatial corrugatad XY x=1y=1
layers at constant optical depth (see Stein & Noralund ()998yith N, andNy being the number of horizontal elements. For ex-
Furthermore, owing to such highly non-linear behavior @& thhonentially varying variables like density and pressurecom-

H™ opacity, temperature fluctuations around the average will puted also logarithmic averages, i.e., replaciag with log Xy,
reduced by interpolation to layers of constant of opticalitde in Eq. [, denoting the models WilBD)jog. In the final step 5,
(see Sec{_4]1). temporal averages are evaluated with

1)

We note briefly that only the geometrical avera¢#i3), pre- 1 &
serve the general conservation properties of the basicokydr (X)z = N ZO()H @)
namical equations. Therefore, only t{&D), stratifications ap- =1
pear stiiciently close to hydrostatic equilibrium on average angdith N; ~ 100- 150 being the total number of snapshots con-
fulfill energy conservation conditions. Because of praperof sidered for each simulation. In the present work, the costbin
the diferent types of3D) models vary significantly among thetemporal and spatial averages of variaklare always denoted
different averaging methods, the best choice depends stromglyith (X)5, whereZis the considered reference depth scale.
the intended particular application. It is therefore venportant
to use(3D) models with care (see ApplA). Since the 3D structures display a great plethora of details,
for each relevant 3D variable we also determine a number
of additional statistical properties (standard deviatignroot
mean square, minimum-maximum range, and histograms of

We proceeded with the following steps in order to obtain tfBe distribution of values) at each horizontal layer, whéok

2.2.1. Basic averaging procedure

(3D) models: presented and discussed in Sect. 4. As for the spatial agrag
the standard deviation and the root mean square are ev@luate

1. Retrieval of 3D variables of interest; in step 3 for each layer using the same basic expression as in

2. Interpolation to new reference depth scale; Eq.[d and, if necessary, doubly extrapolated at the top a®jn s

3. Computation of horizontal averages and statistics; 2 and 4 (see Secf._2.2.3). Finally, their temporal averages a

4. Extrapolation of horizontal averages, if necessary; computed in step 5.

5. Computation of temporal averages.

Histograms of the distribution of values are determined
In case of the geometrical averag@D),, steps 2 and 4 are separately; we use temporal averages of the depth-dependen
unnecessary and are therefore skipped. Owing to the ggneraktrema of variable, (minX), and(maxX), to define a depth-
non-linear response of the various physical quantities asd@pendent range, = [(minX),,{maxX),| for the histograms.
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For the 3D variableX at timet, we determine a set of 1D would have a negative impact on spectral line formation.ifror
histograms,py 21 (X), for each individual layee. The depth- stance, a wrong density stratification at the top can draalbti
dependent range is resolved withN; = 200 equidistant points; affect the ionization balance. In order to limit these extrapol
temporal averages ;(X) of the histograms are computed usingion errors, we first restrict the column-wise extrapolatio the
a subset of\; = 20 equidistant snapshots (see Sect.] 4.3 foegion logrsgg > l0gTiop Where the value logop > —5.0 is cho-
details). sen so that only 20% of the columns would require extrapmati
up to that level. We then compute the horizontal averageg (st
Finally, we also compute averages and associated statist®) and, after that, linearly extrapolate tk@D) models a sec-
properties separately for up- and downflows, which we diseri ond time to the original log,sp = —5.0 for each time snapshot.
inate based on the sign of the vertical component of the itgloc This particular extrapolation procedure produces moresjtde
Of course, when computing such averages and statistichiamestratifications since the horizon¥dD) averages exhibit a rather
to account for the correct filling factor in either case, f@.the smooth and monotonic behavior with depth at the top compared
number of elementhlyy belonging to up- or downflows, respecto individual columns of the 3D data set. Test calculatiohs o
tively (Sect[4.R). data sets, which were truncated at top, revealed the rigyadsi
this double extrapolation approach.
Nonetheless, we favor the use of averages on mean Rosse-
land optical depth, i.e(3D)rossrather than3D)sqq, Since these

In order to interpolate to the new reference depth scalegftr averages are not plagued by such extrapolation uncegsirtor
denoted ag)in step 2, we defined for both optical depth scald§e extrapolated models amgo, we kept track of the extent of
TRoss @Nd 500, @ New equidistant logarithmic reference opticdh€ applied extrapolation. Hence, tt&D)sqo averages can be
depth scalez = log7, from -5.0,...,+5.0 in steps of QL. In the reduced to the extrapolation-free regime at the top aftetsva
case of averaging based on the column-mass density stale
we used for the new reference depth scale the column-mass dercomparison of the averaging methods
sity M normalized to the mean value ofat the optical surface, ] ) )
i.e. Z=log(m) = log(m/ (Mysyrr), Where(mhgy is determined at In the following, we systematically compare theffeient
(tRoss= 0), and considered a fixed range froB.0,...,+2.0in types of averaging procedures explained in Sdd. 2 over a
steps of 0.05 for all simulations. All variableX, are remapped broad range of stellar parameters relative to Rosselaridabpt
column-wise from the original geometrical depth scale te tiflepth, i.e. (3D); — (3D)ross  For the sake of clarity, we
new reference depth scale, namaly, (2) — X« (2). We used illustrate the properties of average stratifications ordy &
linear interpolation, since quadratic interpolationdmtuced nu- representative selection ofr&cer-grid models comprising
merical artifacts in soméD) models. dwarfs_ and giants (log = 4.5 and 20) at solar and _sub—solar
We note that due to the remapping to a new reference deplﬂta”'c'ty ([Fe/H] = 0.0 and—3.0). Besides the most important
scale, points at a constant optical depth or column-massitgenthermodynamic state variables, temperature and density)so
will end up probing and spanning a range of geometrical dgptHivestigate averages of electron number density, an irapbrt
implying that the averages (and statistical propertieshwe- quantity for, e.g., calculations of ionization balance apdctral
spect to the new reference depth scale will be qualitatimety line formation.

quantitatively diferent from plain horizontal averages on con- ) ]
stant geometrical depth (see Apd. A). Due to the lack of a unigue common global depth scale that is

invariant between dierent averaging methods, we display their
. results jointly on the averaged Rosseland optical deptkesca
2.2.3. Extrapolation at the top (TRos9, in order to enable a direct comparison.

The vast majority of Sceer-grid models are diiciently ex-
tended vertically, in particular at the top to embrace thiefinge  3.1. Temperature
of log7 with [-5.0,+5.0]. The conditionlogrrosgtop < —6.0,

2.2.2. Interpolation to the new reference depth scale

We find that the temperature stratifications of the two optica

is usually fulfilled for all but a few models. More specificall
surfaces of constant optical depth can become quite cardgdeference depth scaleg3D)ross and (3D)sgo, therefore we
gfrain to show these. Only at the top of the metal-poor stars

at the top for some giant models and fall outside the phy§h

cal domain of the simulations, i.e. occasionally one carehal'® (3D)sograverages appear cooler 6%, i.e by 2 250K
|OgT§§SS> —5.0 for a limited number of columns. These particuat Ten = 6000K). On the other hand, the geometri¢aD),

lar columns are therefore linearly extrapolated todggs= —5.0 and column mass densitBD), averages deviate distinctively

to allow the calculation of average quantities in the desiemge frgng ihf)és;?mfSét[)at'g%?ﬁ?g[)gsegngl?é%l)' arlg égil é?gtl)?e
-1 0Ss -y z m

of optical depths. The extrapolation is needed only for adew 5-10%. At the surfacerfoss= 0) the geometrical averages
e e e okt e et Beate considrabi, e 6D)averages re cose o e
trapolations as negligiblé in ;che case of,the optical dep#ies optical d.epth _scale.(see Figl 1). In the_deeper Iaygrs bélew t
TRose superadlgbaﬁlc_rzgl?e (_SﬁRk)),I thtT vta;]nous aver?gmg rrtr;aesthod
. L .. are practically indistinguishable. In the upper atmosphte
fer i‘:r.}?}e ?Tﬁ)t'cﬁl detPthI zcaﬁoo,ttggosgrl:]an?tr;]|stsl|ghtly di- differences are smaller at higher [IFg QUe to relat_ive!y small
erent. 1he mean oplical depth a atthetonsonop  horizontal contrast, however, these increase signifigaiatl
deviates increasingly towards giant models frdogrros9iop  lower metallicity. The averag&8D), and(3D),, are marginally
SO that(logrg,oo)top > -5.0. Therefore, the necessary extrapolaooler than(3D)gqss by ~ 1 - 2% at solar metallicity. In the
tion at the top are considerable, in particular for giant gied  metal-poor case [F&l] = —3.0 the temperature stratifications
We remark that careless column-wise extrapolation at ghe tare distinctively cooler, which will certainly influenceettine
can lead to a largely uncertain and erroneous stratificatibith  formation calculations with3D) stratifications. Furthermore,
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Fig. 1. Relative diferences in the temperature (left) and density (right pastedjification vs. the (averaged) Rosseland optical deptiadrious
stellar parameters. Theffirences are relative to the Rosseland optical depth3®); — (3D)rose Orange dashed lines: averages on layers of
constant geometrical heigtBD),; orange dotted lines: averages on layers of constant column mass det@y;,; orange solid lines: 1D MLT

models. In the left panel, the flux-weight&d-stratifications §lue solid lines) and the brightness temperatuflggq (blue dotted lines) averaged on
surfaces of constant Rosseland optical depth are also shHdweriogarithmic density averagé:ﬁ))'sgss(bl ue solid lines) and hydrostatic averages
(3DYASE (blue dotted lines) are shown in the right panel. Note thefdiences in thg-axes.

the diferences increase with highEg and lower log. taken at the fourth power will weight higher values more,
which leads to hotter average temperatures. This couldtiead
a[r‘pgonounced dierences for molecular lines that form high up
i’ the atmosphere. At solar metallicity tAé-stratifications at
the top are rather similar to the plainraverages+ 1-2%) in
agreement with the findings lof $fen & Holweger|(2002). This
is different at lower metallicity ([F&H] = —3.0), namely the
-averages are clearly higher by5—10%. At higherT and
\ver logg the temperature ffierences are larger, in particular

As mentioned earlier, in the atmospheres of late-type ,st
minor temperature fluctuations are amplified dispropodilyn
into large variations in continuum opaciky due to the strong
T-sensitivity of the H-opacity (,«T1°, see Stein & Nordlund
1998). Therefore, surfaces of constant optical depth app
strongly corrugated in terms of the range of geometricajthisi
they span. The transformation to layers of constant opti L the metal-noor giants. due to the enhanced temperature
depth will naturally even out these corrugated surfaces a 3 : P g y P
at the same time, smooth the temperature fluctuations, si &gtuatlons (see Sedl. 4.1).
the latter are the source of the former (see App.1A.1). That ) . o
temperature fluctuations become rather small on constgicebp _Under the assumption of local thermodynamic equilibrium
depth can be appreciated by looking at the temperatureasintfLTE) and neglecting thefkects of scattering, the source func-
and temperature distributions as a function of depth (sse alion is given by the Planck functio&, = B, (T). Hence, within
Figs. [3 andB). The superadiabatic regime (SAR) exhibffdis approximation, we can consider the brightness tentypera
large-amplitude fluctuations as a result of the releaseesfitl averagelraq defined earlier in Sedf. 2.2 as a good representation
and ionization energy at the photospheric transition, tvisie of the mean temperature stratification from the point of vadw

the reason for the observed enhancefiedinces between thethe radiative emission properties: brighter parts in eagptid
averaging methods (see Sdct]4.1). layer are given larger weight with this averaging methode Th

differences between the averalygq at 500nm and average-

. stratifications are displayed in Figl 1 (blue dotted linéSifter-
Steffen & Holweger ((2002) found a beneficial me&h)-  onces with stellar parameter are rather similar tolth@verage,
representation for the Sun in the flux-weighted temperatuyig\yever, slightly more pronounced, in particular the metaor

averagesT*, taken on constant Rosseland optical depth frogiants exhibit at the top hotter stratifications by up-t80%.

their 2D simulations. The idea behind this approach is that

the T*-averages render radiation-orientél-stratifications,

therefore resulting in 1D line profiles that are closer to th&2. Density

multi-dimensional ones (see also Bém et all 1995). To allow

for a similar comparison for our models, we computed su¢h Fig. [, we also illustrate the results of averaging in the
averageT *-stratifications. In Fig.[J1, thd@ éosgstratifications case of the density stratifications. In the deeper intetlu,
(blue solid lines) appear generally hotter at the top and different(3D) models converge toward the same density stratifi-

the SAR compared to the simplE-stratification. Averages cation. In the SAR, below the optical surface attpgss> 0.0,
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Fig. 2. Root mean square (rms) of the vertical veloaityms (left) and mean electron number density vs. optical depth (right panelpashed
lines: (3D), averagesglotted lines:(3D)y,; solid lines: (3D)ress

the geometrical average8D), are smaller by up to~- 30% will therefore tend to give more weight to larger densityues,
compared to th€3D)rss averages, while at the top these arkeading to a systematic overestimation of the mean deaskier
considerably denser by up t040%. The diferences increasethis reason we consider the logarithmic avera@eg,, which
towards highefe and lower logy. We find a diferent behavior we compare to the linear ones in Figl. 1 (blue solid lines). As
in the metal-poor dwarfs, which turn lower towards the topxpected, we find the logarithmjcaverages being smaller than
after the initial increase~(10%). The density stratificationsthe linear ones, with the fierence between the two increasing
averaged on column mass densiBp), are larger in the SAR, with higherTeg and lower logy by up to~ 30%. The mean den-
and in the upper layers closer {8D)ross HOwever, we find sities in the upper layers are smaller by10% and~ 40% at
that at lower metallicitKp),, they are smaller by up te 30%. solar and low metallicity, respectively. For quantitieatthrary
We remark that thermal pressure shows qualitatively theesamore moderately (e.g. temperature) théatiences between log-
characteristics as the density. arithmic and linear averaging are rather small.
The transformation to constant optical depth and the sub-
The shape of the density distribution is symmetric argequent averaging will change the physical self-consigtes
narrow on layers of constant column mass density, due to sfeown in App.[A.2. To rectify this, we followed the recom-
exponential stratification of the atmosphere and to thetim@il mendation byl Uitenbroek & Criscuoli (2011) and computed
damping of density fluctuations on the column mass scale ($480 p-stratifications, which are enforced to be in hydrostatic
Fig.[8). Hence, th¢3D),, averages feature the smallest contragguilibrium, (p),se (blue dotted lines in Fig11). These deviate
and density ranges, which, on the contrary, are usuallyesirgrather significant from the plaitp)-stratifications, in particular
for geometrical averag&8D),; for the (3D)r,ssaverages, theseat the top. Incidentally, we note however that due to their
are noticeably reduced due to the mapping onto the optieinamic nature and thefects of convective flows and turbulent
reference depth scale (Figl 3). Overall, the density fluiina pressure the 3D models themselves are not strictly speaking
at the top of the(3D)r,ss Stratifications are similarly as smallhydrostatic equilibrium at any one time.
as those by3D),, and of the order ot 20%; however, for
metal-poor dwarfs they reach up t080% (see Fig.[13). As In Fig. [ (both panels), we compare also thetences be-
shown in Sect[4]3, we find that the corrugation of the layetween(3D)gqssand the 1D MLT models. These exhibits quali-
of constant optical depth in the upper part of 3D model stelltatively similar diference as the geometrical averages, butin the
atmospheres at lower metallicity increases considerallgitds metal-poor case the 1D models are distinctively hotter duke
higher T due to an enhanced-contrast by the so-called enforcement of radiative equilibrium.
reversed granulation (see Rutten etlal. 2004). This in turn
broadens the density distribution during the remappinghto t
optical depth scale, shifting the mean density value andirea
to the observed deviations betwegng,ss and (), at lower We find large diferences among the various averages of the
metallicity (see App. [CAll), which will fiect the(3D) line electron number density,, which we show in Fig.[]2 (right
formation calculations. panel). In the SAR the geometrical averages), are distinc-
tively larger than the optical averag@s|)ross While the column
The highly stratified structure of stellar atmosphereafiest mass density averagés ), are found in between the two. The
an exponential decrease with height. Linear density aesragleviations increase for high&gs and lower logy considerably,

3.3. Electron number density
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while at lowerTg; the diferences are significantly smaller. We
show in App[A.1 that the interpolation to a new referencetidep
scale changes the statistical properties by redistrigugnoper- 30
ties from diferent heights, hence the resulting mean horizon- 55
tal average will look dierent depending on the reference depth
scale. This #ect seems to be most pronounced in the case of— ?
electron density. £15
To determine the ionization fraction in spectral line cédeu
tions, the electron number density is either already prexvioly
the model atmosphere, or looked up from an EOS using the in- 5[

35 T T T T T T T T T T
logg = 4.50, [Fe/H] = 0.0 _| logg = 4.50, [Fe/H] = =3.0 _|

10

dependent thermodynamic variables (typicallyf), or (T,p)). 103 i | +
The latter has to be done carefully in the case of 8% models, logg = 4.50, [Fe/H] = 0.0 T logg = 4.50, [Fe/H] = 3.0
since, besides potentialftBrences in the EOS compared to the 80 L 4 -

one used for calculating the model atmosphere, electrosi-den \ " Ross

ties derived from the EOS based on averaged independent vafie 60 + 0\ ]
ables,nE°° = ngi((T),(p)), can deviate significantly from the |
more physically consistent averaged,) (see App[[A.B).

5prms [

3.4. Vertical velocity

It is worthwhile to compare how the vertical velocitysms,
changes with the respective averaging methods. For cosgpgri
we show in Fig[R (left panel) the rms of the vertical veloclty
the upper layers, we find thg,ms on geometrical averages to beFig. 3.  Temperature (top) and density (bottom) contrasts vs. aver-
higher compared to other averages, while itis lower in trepge aged Rosseland optical deptashed lines. (3D), averagesgotted
layers. On optical depth the peakipms below the surface is 1ines(3D)p; solid lines: (3D)ross

rather symmetric and slightly higher, while for averagegen
ometrical height and column mass density their peaks aterflat
and more skewed towards higher layers, and the peak lodation
realized in slightly upper layers. For low&gs and higher log 50
the diferences diminish more and more, so that for the coolest r
models, the dference are small. Theftgrence in the veloc-
ity arise as well due to the redistribution of velocity duyithe
mapping to the new reference depth scale (see App. A.1).

109 TRoss 109 Tgess

\ \ \ \ \ \ \ \ \ \
logg = 4.50, [Fe/H] = 0.0 | logg = 4.50, [Fe/H] = -3.0 |

1NN
'5%
4, Statistical properties

In order to explore the origins of thefférences among the var-
ious averag€3D) structures and the resulting ramifications for
line formation calculations, we discuss here the statikpeop-

erties of the temperature, density, and velocity stratifice.

Since the statistical properties@D)5q9 and(3D)rossare rather
similar, we will focus only the latter.

4.1. Contrast

The 3D RHD models exhibit usually a broad range of values at P AR 3 N ek
a given height due to the fluctuations arising from the convec —1o0l 1 . " | ! ! Lo | |
tive motions. The amplitude of these fluctuations can be quan -4 -2 0 2 4 -4 -2 0 2 4
tified using the root-mean-square of the relative deviatiom 109 Thoss 109 Thoss

the mean,

Fig. 4. Similar as Fig[B but showing the relativeffdirence between
averages in up and downflow&lp dn anddpypdn.

0Xms = \/Eilil(xi _)2)2/(N)?2)’ (3)

which we refer to as theontrast (X is the mean value oX). It

h - - The lar ntr i ically prevailing in simulaowith
is equal to the normalized standard deviation,dX&ms = ox/X. e largest contrast Is typically prevailing in simulasowit

the highestT g in the SAR,nggk, where also the velocity peak,

The translation to another reference depth scale chang%?ﬁﬁ, is located. These arise due to the photospheric transition
the statistical properties as variables are remapped,hwihic from convective to radiative energy transport, and theltiesu
turn is reflected in changes in contrast. Among the variooserturning of the entropy-depleted plasma. At the top ef th
averaging methods, geometric averaf#ld), typically feature convection zone, the fluctuations reach a minimum; they also
the highest contrast. We also find that the level of fluctuetiodecrease towards the bottom of the model atmosphere.
generally increases with increasifigg and decreasing lag
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In Fig. [3, top and bottom panel, we show the temperature Solar TO ___ Metal—poor TO
and density contrastsiTms and dpms, respectively. In the rrrrTTT
case of the optical depttBD)gqss the temperature contrast is | ...

significantly reduced compared to the other reference depth 4

scales §TPS% reduced by a factor of 3), while the density <

contrast is slightly enhanced 3 ~ 20— 60% compared @
to 10-50%). For averages on column mass den&&i),,, .
dpms IS lower, in particular in the upper layers, add s is
slightly smaller compared to th€8D), case. Fluctuations of
variables which correlate with the new reference depthescal
will be reduced during the transformation. As the transtato
layers of constant optical depth partly evens out the cated)
7-isosurface, fluctuations of the opacitywill be reduced, since
the dominant Hopacity is very sensitive to temperature. There-
fore, the temperature fluctuations are also smoothed oyerka
of constant column mass density will similarly suppresssitgn
variations (see App[CAll). At the toppms is rather similar
between(3D),, and(3D)rssin the case of the solar metallicity
(501, ~ 40%), however, at lower metallicity, [FBl] = —3.0,
we find a considerable disparity wisipior, ~ 80 %. B N R T R A R E R R R R A
-5-4-3-2-10 1 2 -4-3-2-10 1 2
The thermal stratification in the upper atmosphere is deter- 199 Thoss 199 Thoss

”?'”.ed by aQ|abat|c cooling due .to mechanlcal_expansmnand ﬁig. 5. Histogram of the temperature (top) and density (bottom) vs.
diative heating due to spectral line re-absorption (Asglemal. ptical depth for the TO simulatiorTg = 6500K/logg = 4.0) with
1999; [ Collet et al: 2007). In metal-poor stars, radiative reolar and sub-solar metallicity ([Fe] = —3.0). Additionally, the his-
heating in upper layers is significantly reduced due to thakwe togram of a single layer (lotkoss= —4.0) is indicated for the whole
ness of spectral line features, while the mechanical expanslayer (black) and separated in up- and downflows (blue andesgec-
cooling term is virtually unfiected. The reversed granulatiortively). Dashed lines: (3D), averagesdotted lines:(3D)m; solid lines:
takes place at increasingly lower geometrical height witfhér  (3D)ross blue solid lines: 1D MLT models.

Ter and lower logy, causing the distribution of the thermo-

dynamic variables to become increasingly broader and more . -
skewed (seg4.3). This is the reason for the enhancemé&Titig elementsdp < 0) experience positive buoyancy and thus upward

anddprms towards the top boundary in metal-poor simulations i@cceleraﬂon, while denser elemergis £ 0) experience negative

Fig.[3. Replicating the results of full 3D line formation cala- uoyancy and are pulled doan\_/ard. Buoyancy forces ‘.N'”

tions in low metallicity stars witf3D) models is therefore chaI-VanISh eventually, when the den_sny of the up- or downflowing

lenging, since the averages have to account correctly fcin siflement levels with the surrounding gas.

temperature and density fluctuations. Interestingly, éneptera- .

turepcontrast saturates )z;t 6500K, similar to the gsgturaﬂcbhe . _The entropy contrasisms (not shovyn here), depicts qual-
tively a very similar dependence with stellar parameied

intensity contrast shown in our previous work (see Fig. 10 it o :
Paper B/_ P ( g reference depth scale &8s, Both are rather similar on optical

. o depth, while for the average&D), and (3D),, the overall
The strer&gtﬁ of spectral lines depends ger;s(,;tlve:]y on teg}hpplitude is a factor 2 small%r In>FZ>aper I< wgnéhowed that the

perature, and the remapping to constant optical depth deese : ) ' . :

5Tims, Making(T) closer to(T yag. However, the transformation convective energy flux depends on the entropy jump, density

to layers of constant optical depth exhibits the sidkeat of and vertical velocity. Interestingly, here we also find ameil

redistributing the other variables, too, in particular tgas SCaling reIatlonsc:()ncernmgthe peak contrastin entrckxﬁé’ms,
density; Spms is thus much larger compared to averages @nd densitygofne; with the vertical peak velocityyyns. This

column mass density, due to the additional influence of apactan be interpreted as convective driving, where the radiati
on the depth scale (see Sdci]2.2). This in turn will likefget losses generate large fluctuations in the entropy, temperat

the line formation calculations with theffiérent(3D) models.  and density.

log (p [107 g/cm?])
|

The strong contrast in the upper part of the convection zone For the diferent averaging methods the variations of the
(logtress> 0) is induced by the large amplitude fluctuationglinimum-maximum range for the temperature and density are
due to the radiative energy losses at the photosphere and@Hglitatively very similar to the contrast (even thoughhwitrger
asymmetry of the up- and downflows, which we discuss furth@mplitudes- 5-8), therefore, we refrain from discussing these
in Sect. [4.2. An interesting aspect is that the contrast @Xplicitly.
thermodynamic variables is rather similar to the rms of the
vertical velocity (Fig.[2), which is indicatiye of.the cotagion 5 Upflows and downflows
between the mass flux and the fluctuations in the thermody-
namic variables. Namely, vertical velocity is generated byhe properties of the convective motions in stellar atmesgh
density contrasép via to the buoyancy forcefg = —gdp, which are highly asymmetric in up- and downflows. The upflows over-
results from an imbalance of pressure and gravity terms shootinto the photosphere leading to non-thermal Doppiéss
the hydrodynamical equation for conservation of momentumprinted on spectral line features. We first compute thermea
(see Paper 1) in the highly stratified atmosphere. Lightad fluvalues of various variables separately for up and downflows
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based on the sign of the velocity at a given height; we then dbe averages on column mass density are quite symmetric and
termine the relative dierence between up- and downflows witmarrow for both solar and low metallicity. At solar metailijc

6 Xupdn = (Xup— Xan)/ X (Fig. [4). As expected, the buoyant upthe density histogram on constant optical depth are narana
flows are hotter and lighter compared to the subsiding dowmgher than the geometrical analogs, but skewed in contast
flows. Furthermore, the asymmetries are especially prozeain (3D)y,. In the metal-poor casép(p))r.ssbecomes very narrow

in the convection zone below the optical surface. Above tiee p and symmetric at loweFgg, but towards higheFgt we find the
tosphere, the convective motions decay quickly and the amsm p-distribution to be also broader. The mean density stratifio

tries in6Typdn anddpypdn are distinctively smaller. The remain-varies considerably among theffdrent averaging methods.

ing asymmetries at the top stem from reverse granulation.

The convective flows in granules, slow and almost laminar, As mentioned above, adiabatic cooling due to mechanical
radiate away their energy and overturn into the interg@nukxpansion and radiative re-heating are competing with each
lanes characterized by cool, dense, narrow turbulent deftsd other in the upper photosphere and contributing to the phe-
Most of the fluctuations are caused by these turbulent doaftsdr nomenon of reversed granulation. At lower metallicity, the
blending with granules, generating vortex tubes aroundahe versed granulation is enhanced thereby the optical degth is
ter. It is remarkable that, across all stellar paramethesfiling creasingly strongly corrugated towards higfigf, which in turn
factor of the up- and downflow in the convection zone remaiigll amplify the differences during the translation to the optical
rather constant, witlyp ~ 2/3 and fqn ~ 1/3, respectively (see depth scale. This leads to the systematical broadeningistt
Paper ). tistical distribution that we encounter at lower metatijci

0 Typdn is reduced andpypdn is enhanced on the optical ref-
erence depth scal8D)r,sscompared to the other averages. The
column mass density show a smaller asymmetry in densitg Thi . .
behavior, similar to >\/Nhat we discussedyearlieryfor the te):np ) Spectral_ line formation: (3D) and 3D LTE
ature and density contrasts, is not entirely surprisimgesthe ~ calculations
fluctuations are caused by the presence of the up- and dovenfl
(see als@ All).

™ order to explore the flierences between the line formation
based on3D) and full 3D models, we have chosen a set of
representative models consisting of a main-sequence (M86) s
4.3. Histograms (Tesr/logg=5777 K/4.44), a turn-d&f (TO) star (65004.0), a red-
giant (RG) star (450Q.0) and a dwarf (450(.0). For all these

In Fig. [§, we illustrate temporally averaged histogramshef t 1y,qels, we considered besides the solar metallicity alsalme
temperaturep(T), and density distributiongp(o) for the TO poor analogs with [FéH] = —3.0.

simulation with two dfferent [Fg¢H], in order to illustrate the

differences in the statistical properties. The histogram of the

metal-poor case fters substantially in upper layers from thes.1. 3D line formation calculations

solar one. Furthermore, in Figl 6, we shp{T) andp(p) in the o

Ter and [FgH]. In both cases we compare the distributions 0g011) to calculate full 3D synthetic spectral line disk-ezn

constant geometrical height constant column mass density intensity and flux profiles with 3D-@ccer model atmospheres.

thermore, in the present work, we also neglected tfects of

At solar metallicity (dashed lines), the temperature distr Scatering, i.e. we approximated the source function with t
tions are rather narrow and symmetric. With increadiggthe Planck functionS; = B,. We caution that LTE is in general a
averagd is as expected higher and the width of the distributio?POr approximation, especially for Fepectral line formation
broadens slightly. The mean values are rather similar btwealculations at low [FgH] (e.g.[Bergemann et al. 2012), which
the diferent(3D) methods and in principle indistinguishableShould be kept in mind for analyzing the LTE-based abundance
which is also in agreement with Fifj] 1. Furthermore, the me&Arrections presented here.
values are located very close to the mode.

At [Fe/H] = —3.0 (solid lines), the temperature distributions _ For the sake of consistency, we used the same EOS
change considerably. While at cool€; the shape is rather (Mihalas et al.. 1988) and continuum opacity data (from the
narrow and symmetric, follez > 5500K we find a distinct MARCS package; see Gustafsson etal. 2008) as in the 3D
broadening of th@ -distribution on geometrical reference deptfraccer simulations.
scale(3D), that is given by a long tail at high and a decreasing
peak at loweiT (see Figsl 5 ard 6). In the column mass density To reduce the computational costs for line formation calcu-
averages(3D),, the temperature peak is slightly more prokations, we consider a subset Nf = 20 temporally equidistant
nounced at high€eFeg, while the highT tail is slightly reduced. snapshots —the same used for the temp¢8&l) averages—
The situation is rather fferent for the averages on Rosselansimpling the entire time-spans of the individual 3D simiatat
optical depth3D)rose Where we find that the temperature peagequences.  Additionally, we reduce the horizontal spatial
drops faster towards high&gs, and at 7000K th@&-distribution  resolution fromNN, = 24 to 60° by considering only every
show a rather unimodal distribution. The mean values demgdth column in each horizontal direction. Test calculations
at higherTer between the dierent reference depth scales. carried out at full resolution show thatftérences are neg-

ligible for all practical purposes (see_Asplund etial. 2()00a

The density distributions behave ratheffeliently depend- Concerning the vertical direction, while we did not subsmp
ing on the reference depth scale. (8D), the histograms are the number of depth points, we considered only the layets wit
in general slightly skewed with a fat tail towards lowerfor min(logrros9<3.0. The resulting disk-center intensity and
all metallicities (Figs.[b andl6). The density distribusoior flux profiles are spatially and temporally averaged, and then
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Fig. 6. Histograms of the temperature (left) and density (rightgbeadistributions taken alogrrese = —4.0. We show the histograms averaged
on constant geometrical height (top), column mass densiiydle) and Rosseland optical depth (bottom). The surfeaéty of displayed models

is logg = 4.5 and the metallicity is solar (dashed lines) and sub-soithr [We/H] = —3.0 (solid lines). The mean values are indicated by open and
filled circles for [F¢H] = —3.0 and 0.0, respectively).

normalized with the respective continuum intensity or flux. a spline interpolation, and retrieve th&loggf difference
between(3D) and 3D synthetic lines at a given equivalent
To illustrate systematically theffierences betwee8D) and  Wwidth, i.e. Aloggf = (3D)-3D. For trace elements, changes
3D line formation, we computed fictitious atomic lines fowre in line strength due ta\loggf are equivalent to changes due
tral and singly ionized iron, Reand Far, for the selectedGg- 10 abundance variationsloge; hence, theAloggf differences
cer-grid models and metallicities. All lines are defined at thean be interpreted a8D) — 3D abundance corrections. With
same wavelengthi, = 500nm, and we consider two lower-levefour fictitious lines and four representative models witho tw
excitation potentialSyexc = 1.0 and 40eV. Furthermore, we metallicities, we covered 32 cases in total.
vary the oscillator strength, lagf, in order to cover a range of
line strengths, from weak to E)artly saturated lines, withiear Full 3D line profiles are marked by line shifts and asym-
lent widths from\W,; = 5 to 80 mA. We assume an iron abundancenetries due to the non-thermal Doppler broadening intreduc
of logere = 7.51 (Asplund et al. 2009) and lege. = 4.51, for the by the up- and downflows of the convective motions, which are
solar-metallicity and [FAH] = —3.0 case, respectively. present in the photosphere due to overshooting (Asplunk et a
The spectral line calculations wittBD) models are also 2000a). In 3D RHD modeling, the velocity field emerges
performed with Sate, to guarantee a consistent comparisofaturally from first principles; the buoyant hot rising ptes
Scare employs atmospheric structures on geometrical heightthe granules blue-shifts the line, while the fast dowitdra
and computes the optical depth,, for the indivual line. introduce a red-shift. Besides the convective motionstrero
Therefore, we provide the geometrical height by integeatisource of line broadening are the inhomogeneities in the
dz = d(ry)/{k;), which is of course unnecessary f8D),. thermodynamic independent variablesandT. The ascending
Furthermore, tests revealed that including just an averag#anules are hotter and less dense, compared to the dotendraf
velocity, e.g.|v|/3, is insuficient to reproduce the influence of(see Fig.[#). The velocities and inhomogeneities pre\@giin
the 3D velocity field on the line shape. Analyzing the influendormation height of the individual lines will lead to line iffs
of the velocity field on the line formation surpasses the scopnd asymmetries. Th@D)-based lines are symmetric without
of the present work; therefore, we will explore this aspeény shifts, however, we can compare the equivalent widths of
in a separate study. In this paper, for the calculations wiiRes from calculations based on full 3D models and on the
(3D) models we neglected the information about the actudifferent average stratifications.
velocity field, and assumed instead a fixed microturbulerice o
&b = 1.0kmy/s for all considered stellar parameters. We probe diferent formation heights with the parameters of
our fictitious lines. The Fe lines form deeper in the atmo-
Since the line formation calculations witBD) models are sphere, closer to the continuum forming layers, while the Fe
obviously much faster, we use tHBD)ross averages first to lines are more sensitive to the intermediate heights of time-a
estimate the logf range, which would result in the designatedphere. Spectral lines with lower (higher) excitation ptitd
range inW,. We then consider ten equidistant bpig values form at smaller (larger) optical depths. We showed in SEtt. 3
within that range for thg3D) and full 3D models. Finally, thatthe metal-poor model stellar atmospheres exhibierath-
we interpolate the curves of growth (Ig§ vs. W,) using ferent temperature stratification at the top depending erath
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Fig. 7. Overview of the(3D) — 3D line formation diferences given in abundances displacemidoge vs. equivalent width\, for the Fa
and Fair fictitious spectral lines with the excitation potentigisc = 1.0 and 40eV. Showing the representative selection including the, 3O,
RG and dwarf (from top to bottom; notice theirffdirent ordinates). The averages on layers of constant gaorhetght(3D), (blue dashed),
constant column mass densiyD), (black dotted), constant Rosseland optical dgBiD)rqss(black solid lines) and at 500 n§8D)sqq (red
dashed triple-dotted lines) are indicated. For these gestave show the solar (black) and sub-solar (blue linesglirodty. Furthermore, we
show 1D models (blue solid)jggss-averages (green solid) amﬂmggsi(green dashed lines). The microturbulence&gf, = 1.0km/s has been
used throughout.

eraging method, consequently the latter should show tigesar microturbulence will be the subject of a separate study).
differences between t8D) models.
Weak lines are insensitive &, yet they show variations in
) . . strength, which can be attributed tdférences in the mea3D)
5.2. Comparison of (3D) and 3D line formation stratifications of temperature and density. Interestinglyen

. . one compares this regime between thedent averages in Fig.
We show an overview of the flerences between D) and , the averages on column mass density (black dotted limes) a

the full 3D calculations in F'g.SD7 arﬁ_S. The first noticeab ten the closest to the full 3D spectral lines and perforihis
o_bserva_tlons are the systematic trends in form_ of a sloparttsy respect often better than the averages on constant opépéh d
m?r;etr lrlgel sr'irength, Vv\ci]tlr?hlzli;r? dlijr? ttr? thgeDflxmed dvalllue X; ﬂlglue dashed lines). The stratification on constant optegakh
microtul uel Cegt“.t[bﬁ i i /tsh' di et< ) ode S: i at 500 nm (red dashed triple-dotted lines) shows alwaysispec
mfcreas!ng S ot_pe IWI f 'nt(; S _rre(gg dmRI(ga €s an un 15t olnz Jine features slightly closer to the full 3D case compareth®

I(gi fﬂ[ljflb Igdpgrllfugsr ir(w)rFigejs gn ntr (Ste?npan?dw ?f tk']EeosseIand optical depth (black solid lines). However, this

g.ua 0 )- By contrast, in cool dwarfs, Gue to the fact that we chose our fictitious iron lines at 500 nm

adoptedsiur, seem to be overestimated. These findings are il 1eads to an inherent advantage®D)s, OVer (3D)rocs
agreement with comparisons of 1D models with observat|mfuﬁge geometrical averages show large deviations in the dase o

(e.g.|Edvardsson etial. 1993; Benshy et al. 2009). We tes L
this by applying a number g valuel. which showed that a {f€ TO and RG star at solar metallicity (see panels 5to 12).

fine-tuning can rectify the present slope. However, for tiees
of clarity, we prefer to limit the already large number ofliste
and line parameters to just a singlg, (the calibration of the

The diferences in the metal-poor case (Fig. 8) are clearly
larger than the solar metallicity models (Figl. 7). It is als
that (3D) models at low [F¢H] struggle to reproduce the 3D
case properly, in particular kelines with small excitation
2 We find a reduction of the slope in the curve-of-growth wiilhy, = Potential; and the dierences are particularly pronounced for

0.5, 1.5, 2.0km/s for the dwarf, RG and TO models respectively (whiléhe hotter metal-poor TO stars (panel 21). This is in acawrda
a fine-tuning could flatten it completely). with our findings from Secf.]3 arid 4: at low metallicity andlhig
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Fig. 8. Similar as Fig[ but showing overview of the abundance ctioes for metal-poor models. Note the larger ranges of/tbeales.

Te the diferences in the statistical properties among the varioliBe geometrical average8D), exhibit large deviations (in
(3D) averages increases at low [IF§. In particular the widths agreement with | _Uitenbroek & Criscuoli 2011), especially
of the temperature and density distributions becomes leroatbr the TO stars. When one considers the comparison of the
at lower metallicity (Fig. [B), and their mean values beconmemperature and density in Figl 1, then one can deduce that
increasingly less well-defined in its statistical repréagon. the models with cooler stratifications are closer to the 3@l

The reason for the broadening is the enhanced contrast of lihe strength. The averages on constant optical depth erfo
reversed granulation due to the reduced radiative resfgpatsurprisingly poorly, in particular for low excitation kdor the

with weak spectral line features at low metallicity (see Spf). metal-poor TO star.

In order to facilitate an overall comparison between the The resulting spectral line features with the logarithmic
different averages with respect to line formation, we show averages(3D)oq are similar to plain(3D)ress (therefore we
Fig. (left) the mean abundance deviations for weak linesfrain from showing the latter), while averages enforcing
that are determined betwedk, = 5— 20mA. For the model hydrostatic equilibrium,(3D),sg, are clearly failing to re-
representing the Sun, thefidirences betweeBD) and 3D are produce closely the results from 3D line formation (similar
in general small:< 0.1dex. For the TO stars at solar [ff§ to Uitenbroek & Criscuali 2011), and leading to rather large
the diferences are considerably larger0.2dex. We find the errors in the line formation, in particular for the metalepo
largest deviations for Felines with small excitation potential TO model (Fig. [8). Furthermore, both the flux-weighted
Yexc = 1.0eV, which are the most temperature sensitive; @nd brightness-temperature averagd@d, and T, are in
particular the geometrical averages exhibit stroniedénces. general very close to the plain average, but often sligbtg bc-
At lower metallicity, the diferences increase in particular for th€urate, which is a somewhat surprising result (&ggin Fig. [9).
TO and RG model withg 0.4 dex, and th€3D) on optical depth
shows the largest deviation for metal-poor TO star. In g&iner Another meaningful way to test the performance of the dif-
the deviations become smaller at highegc and for Fer lines. ferent averages can be accomplished by comparing the ibeviat
The dwarfs show very little dierences compared to the fullof the center-to-limb variation (CLV) of the continuum inte
3D case. These models exhibit the smallest velocities agiel. In Fig. [9, we show the ffierences of the continuum in-
temperature contrast with the mean stratifications r?_s"ag‘bltensity,ély - (|/<13D> —~130)/130, e, between thé3D) and full
closely the 1D models based on same EOS and opacities.  3p models. We find in general that t8D) models overesti-

mate the continuum intensity at disk centgr=(1), while to-

The averages on column mass densBD),, exhibit typ- wards the limb g = 0.2) the (3D) underestimate often the in-
ically the best performance, in particular at low metatjici tensity. The deviations of the fiierent averages are similar to
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Fig. 9. In the left Figure the meanloge (evaluated between-520mA) is illustrated against Feand Far given atyexc = 1.0 and 40eV for
the diferent selected models. In the right Figure, the relatiiedince with(3D) — 3D of the continuum intensityl,,, vs. u angle is displayed.
Both Figures include the solar metallicity (top) and the alvgbor (bottom) case, and the avera¢@B), (blue dashed)3D),, (purple dotted),
(3D)Ress(solid black),(3D)gqq (red dashed triple-dotted) and 1D models (solid blue lines)

the above findings with the comparison of the curve of growtthat the here presented 3D LTE abundance corrections (3D LTE

The disk-center intensities are matched best by the avexage - 1D LTE) for Fer lines are likely to be too negative compared

column mass densit§{8D),,, whereas the geometrical averaget® the NLTE case (3D NLTE - 1D NLTE). As a corollary, it is

(3D), display the largest discrepancies, in particular for the Ri@appropriate to apply a 1D NLTE abundance correction to a 3D

model at solar metallicity with an overestimationb$0%. The LTE-inferred abundance when the latter is very significast,

results for the averages on optical depth are once again intg#ften the case at low [F7él]. We will return to this important

mediate between the two other kinds of averages. An interassue in detail in future studies.

ing aspect is the fact that the brightness-temperatureagesr

Taq fail to render the continuum intensities exactly, which has

to be interpreted as a consequence of the non-linearityef th4. Comparison with 1D models

Planck function. Our findings are qualitatively similar tose

bylUitenbroek & Criscualil(2011). In Paper | we compared th8D)r,ss Stratifications with 1D

models computed with the same EOS and opacity as used in the

, SracGer-code, in order to quantify the flierences arising solely

5.3. Cautionary remarks from 1D modeling based on MLT. The 1D models perform

We remind the reader that LTE is often a very poor assumgyt-“te well at solar metallicity, with the exception of theoto

tion at low [Fe'H] (e.g.lAsplund 2005) and thus that the abu fwarf models (Fig.[17). However, in the mepal-poor case the
dance diferences presented in Figé] 7 4Ad 8 should not I models are not obviously not reproducing correctly the

added indiscriminately to results from standard 1D LTE abu 3D lines by overestimating th_é’-st_rauﬂcanons due to the
dance analyses. In LTE, theftéirence between 3D and 1D mod_enforcement of radiative equilibrium in the upper atmosphe

. - - (Fig. [@). This is in particular distinctive for low excitati
els can be very substantial for metal-poor stars for eSrI’ﬁCI""(neutral iron lines as previously found by Asplund et al. (299

low excitation and minority species like Fée.g.Asplund et al. = . 5 7

1999;| Collet et al. 2007), but those same lines also tend to Cgll_et et al. (2007). K0|n§k_as el CLI'.(ZO'L‘Q’.) presented similar
ndings for a solar-metallicity RG simulation as well, ndyne

at the 1D MLT models exhibit lower deviations from the full

3D line formation.

sensitive to departures from LTE Bergemann et al. (e.g./R01
Lind etal. (e.g. 2012) in 1D an@BD) models, mainly due to
over-ionization and over-excitation in the presence of teno
radiation field than the local kinetic temperature (iJg.> B,).
Although not explored for more than Li, one would expect that We note that in our 1D models the turbulent pressure is ne-
the very cool upper atmospheric layers and thus steep tempetected, and the mixing-length is fixed withy .t = 1.5, both
ture gradients in metal-poor 3D models compared with atassichoices that will influence the stratification significant§§ince

1D models are even more prone to substantial non-Lfféces their efect is strongest in convective zone below the optical sur-
(e.g.lAsplund et al. 2003; Shordone et al. 2010). For low-exdace and the line formation region the influence in terms afab
tation Fel lines one would therefore expect the 3D NLTE lingance is likely small; in fact K€inskas et al. (2013) found only
strengths to be more similar to the 1D case than the 3D LTE reery small éfect < 0.02dex for the reduction iyt from 1.5
sults due to this compensation. We therefore caution thdereato 1.2.

Article number, page 13 ¢f17



6. Conclusions due to the enhanced reversed granulation in the upper layers
i i ) ) ) . We find the neutral Felines with low excitation potential
We have investigated in detail the properties difetent methods g feature the largest flerences between the meé&D) and
for computing temporal and horizontal average stratift®ti f|| 3D line calculations. The 1D MLT models perform quite
from 3D RHD Succer-grid simulations of stellar surfaceyg| for the solar metallicity models, however, for metaiep
convection. The choice of the reference depth is critical, g odels the mismatch is evident. Therefore, we caution tee us
comparisons of the variou@BD) demonstrated. We find in of 1D models for metal-poor stars, which will lead to systéma
general that the temperature stratifications of {B®), and grrors in the spectral analysis. We propose the uséDdfy,

(3D)m are hotter close to the continuum forming layers angyatifications from the Sccer-grid for spectral line formation
cooler in the upper layers compared to averages on surfdiceg@poses.

constant optica{3D)gess and(3D)s5qq, While the density shows

differences in the opposite sense. The flux-weighted temperatur |t is opvious that the temporally and spatially averaged mod
average and brightness temperature average are distiyctiy|s are incapable of substitute the full 3D atmosphericcstru
hotter than the plain averages, both close the optical sirfgyre. The reduction due to the averaging will unavoidabgdle
and in the upper atmosphere, since the Planck function agdne sacrifice of required information. A promising interm
the fourth power are weighting the larger temperatures moggate approach could be the so-called "1.5D" approximation
Averages obtained from the logarithmic values leads to iowenis approach emulates atmospheric inhomogeneities, whic
temperature and density distributions by giving more Weighre probed by the traversing radiation, by considering @ser
towards the smaller values in the distribution. These aboyeperturbed 1D stratifications for spectral synthesis.(esge
findings increase with highefe, lower logg and especially [ayres et al 2006). In the spirit of the latter, one couldizé
with lower [Fe/H]. the temporal averaged histograms for an improved speatel |
synthesis, since these contain additional informatiorhensta-
The statistical properties change depending on the referefistical distribution of the 3D simulations.
d‘?th Sc.:ale’ S.mce the transf_ormatlon to the new de_pth SCRc!kenowledgements We acknowledge access to computing facilities at the
Wll! |neV|tany |mply a r_emapplng of the values fromffbrent Rechenzentrum Garching (RZG) of the Max Planck Society atiteaAustralian
heights. The translation to layers of constant optical lileptational Computational Infrastructure (NCI) where the siations were carried
will smooth out temperature fluctuations as a by-product tlut. Remo Collet is the recipient of an Australian Researohr€il Discov-
temperature is in fact the main source of spatial corrugati@/y Early Career Researcher Award (project number DE1240)2 We thank
of the surfaces of constant optical depth due to the strong?® Pereirafor fruitiul discussion.
temperature sensitivity of the dominant ldontinuum opacity
source. Therefore, the temperature contrast and extreea ar
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typically the best representation of the 3D model in respemitten, R. J., de Wijn, A. G., & Sitterlin, P. 2004, A&A, 4183
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Fig. A.1. Temperature-contours from our model wifl; = 6500K
and logg = 4.5 with [Fe/H] = 0.0 (left) and—3.0 (right). The top pan-
els display horizontal slices with the reversed granutapattern im-
printed in the temperature map (from 3 tx T0°K) taken at~ 230km
above the surface, which is also indicated in the secondl fdaghed
lines). The panels below show vertical slicdsdontours from 2 to

We show horizontal temperature maps taken in the upper
atmosphere (top panel) and three vertical slices witfedint
reference depth scales, which include geometricédecond
panel), column mass density (third panel) and Rosseland
optical depth (bottom panel). Furthermore, we indicated¢hr
different isocontours of the temperature (yellow) and density
(blue lines) in Fig. AL, and we show also lines of constant
optical depthrress (White lines in top panel) or geometrical
depthz (white lines in middle and bottom panel).

The downdrafts just below the optical surface, denser and
cooler than the lighter and hotter surrounding granules, ar
easily identified (notice the prominent change® and tross
above the downflows, e.gx ~ 1.8Mm). Due to the lower
temperatures in the downdrafts compared with the granules,
the same optical depth value is reached at lower geometrical
depths, meaning that the emergent radiation in the inteudaa
lanes originate from much deeper geometrical heights. élenc
the corrugation of the optical depth on geometrical depth
scale is most pronounced in the downdrafts (see isoconfour o
logTross= 2.0 in second panel of Fig,_A.1).

The opposite is true for the upper atmospheric layers becaus
of the phenomenon okversed granulation (Rutten et al. 2004;
Cheung et al. 2007), namely, above the granules, coolingadue
adiabatic expansion is dominant, while above the intergean
lanes the radiative reheating and mechanical compress®n a
more important for the energy balance. At lower metalligihd
higherTeg the radiative heating above granules is reduced due to
the weakening of spectral line features. The resulting cédn
in radiative reheating leads to significantly cooler tenapeates
(see top panel ilfAl1) and a lower pressure-support, and as a
consequence the atmospheric layers at a given constanabpti
depth subside towards lower geometrical heights, closéneo
optical surface. Therefore, the temperature contrasthiarred
in the upper atmosphere. The subsiding of the atmosphere is
similar to what we found earlier, namely that the densitygen
spanned in the atmosphere is significantly reduced at lower
metallicity (see Fig. 16 in Paper I). Finally, tlemhancement
of the reversed granulation and the temperature contrsslise
in strongly corrugated surfaces of constant optical depthe
top of metal-poor simulations. We note that we found also
anenhanced intensity-contrast for metal-poor stars (see Paper ).

The remapping of the individual columns of the 3D struc-
ture from geometrical depth to optical depth entails a ckang
of perspective between the old and the new scales in terms of
the distribution of values of a particular physical varalalt a
given constant reference depth. This is again most obvious i

17x 103K) ranging from—5.0 < logress< 5.0 on layers of constant the downdrafts in the convection zone (see line of constaot g

geometrical height (second), column mass density (thind) Rosse-
land optical depth (last panel). These panels include i#ocws of the
temperature (5.0 and 12« 10°K; yellow lines) and density (@, 1.0

metrical depth at = 0.2 Mm in bottom panel of Fid._Al1). Prop-
erties from deeper geometrical heights are mapped onteslaye
at lower optical depth, and the temperatur@atences between

tical depth. We show also lines of constant optical depthdisd) and
geometrical depth (third and last) indicated with whitebn

Appendix A: Addendum to averaged models

Appendix A.1: Reversed granulation

in smaller temperature contrast and minimum-maximum range
(see Sect_4]1). On the other hand, the deviations in thétgens
are significantlyenhanced, which will clearly alter the statistical
properties.

In the upper atmospheric layers of the solar metallicityecas
the optical depth is corrugated to only a small amount, foeee
the transformation does noffact much the temperature and

To illustrate the &ects of the remapping of the 3D atmospheridensity (compare the upper flat blue line with the two lower
structures onto new reference depth scales, we show in Kigrrugated ones in bottom panel of Fig._A.1). However, the
A1 slices of temperature contours from our TO-simulatiogorrugation of the optical depth in the upper atmosphere is
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vation of mass, momentum, and energy. The conservation prop
erties are reflected in the med&3D), stratifications of relaxed,
guasi-stationary 3D hydrodynamical models averaged cgrfay
of constant geometrical depth. In particular, the georoaitav-
erages appear over time to be close to hydrostatic equilifi

To elucidate this further, we analyze the horizontal andetim
average of the momentum equation

T T T T T T T T T T
1.6 = logg = 2.00, [Fe/H] = 0.0 | logg = 2.00, [Fe/H] = 3.0 |

Hydrostatic equlibrium

(@pv) = (V- (oW + D) - (Vi) + 0. 9) (A1)

with py, being the thermodynamic pressuvehe velocity field,
and 7 the viscosity stress tensor. Due to the averaging, the

only remaining spatial dependence is the vertical one. Dive
gence terms thus reduce to vertical derivatives, Ve.{X) =
02(X). The time-derivativédiov) vanishes on time-average as
our model atmospheres are relaxed and thus quasi-stgtionar
The inertial term reduces to turbulent presspigy, = pVv2; we
therefore obtainV - (ovv)) = d2¢{pwr). The divergence of the
0.8 T.0TE + - viscous stress tensov,- 7, vanishes on average. The last two

L1 \ \ I \ \ terms yieldd,(pny and(pg), and we retrieve the equation for
-4 -2 0 2 4 -4 -2 0 2 4 hydrostatic equilibrium with

109 Teoss 109 Tooss
Fig. A2.  Deviations from the hydrostatic equilibrium vs. _opticaPZ(< Prurb) + (Pi) = =(0) 0. (A-2)
depth. Dashed lines: (3D), averagesgotted lines(3D)y; solid lines: |y Fig. [A2 we show the hydrostatic equilibrium in the form of

(3D)Ross 09dz/dpyt = 1 for thetemporal andgeometrical averaged3D),
stratifications, which are very close to hydrostatic equilim

rather large for hotter metal-poor stars due to the enhanddgsned lines). We emphasize that the hydrostatic equilibis
reversed granulation. Hence, thigegets of remapping onto the 9N fulfilled by considering theotal pressurep, as given in

optical depth scale for the temperature and density is ratfe:/2-3, which includes the non-therntafbulent pressure that
substantial in these simulations. And the distribution foé t 9€CUPIes @ significant fraction @k at the top and in the SAR

thermodynamic properties is broadened, such that the rrm@ar{isee Fig. 21 in Paper ).
of the horizontal average is weakened (see[Hig. 6).

Hydrostatic equlibrium

Furthermore, one can obtain from Fig._A.2 that the aver-
es on a new reference depth scales feature distinctiva-dev
ns from hydrostatic equilibrium (S€8D)rossand(3D),, with
t"écgid and dotted lines, respectively). The transformatibto a
new reference depth scale maps all three components 6fBg. A.
geometrical deptl, densityp and total pressurpy, away from
its hydrostatic equilibrium state. Also, the geometricapthz
J)%oses its strict physical meaning through such a transition
as a mean value. The mean stratifications on constant Rosse-
land optical depti3D)rssdeviate slightly at the top and signif-

. . icantly in the SAR from the hydrostatic equilibriunBD)sqq is
We stress once again that théfelient reference depth SCaIe?/ery similar). The largest departures can be found in the SAR

are equivalent to each other in terms of the spatial remapp . : .
of the 3D atmospheric structures; whaffeis of course is the Eg;ﬁ“gimg?ﬁé?:aizsp;g?ﬂ?gﬁ;?:aﬂgﬁgeg}ggmm hyakorst

statistical properties of physical variables on layersaistant
depth, which vary depending on the choice of reference depth

scale. In other words, the assignment to a new referencé degppendix A.3: Deviations from the EOS
scale maps the various physical properties toedént depths,
thereby altering the statistical properties, meaning itndit/id-

In a similar way, the translation to column mass density ﬁ%
reducing naturally the variations in density due to its dééin
of the reference depth scale, which is the depth integra
density. Therefore, the resulting density fluctuationsratker
smallin layers at constant column mass density. The variati
temperature is slightly lower than in the averages on geidcaét
depth, but larger than in the averages on optical depth, as
would expect.

In 3D RHD simulations, the thermodynamic state of a simu-
éation is self-consistently determined by the EOS. This msea

depth scale. One has to consider two important aspectsigonc! Particular that any thermodynamic variable depends dp on
ing the horizontal averaging, the first being what kind ofrajitst two |ndependent variables (n_amely the gas depsipd the n-

is considered, and the second being which reference depitn si™a! energy) in a well-defined way. However, the internal
is accounted for. Therefore, the statistical propertighefden- self-con3|stency is broken by reductions like temporajatisl
sity and temperature are rather distinctive depending cichwh2V€raging.

reference depth scale is considered (see Sect. 4). This can be easily understood by investigating the behavior
P ( Sk ) of a functionf (X) on a 3D cube of quantit{. For small fluctua-

tionsX’ = X—(X) around the horizontal average at a given depth

Appendix A.2: Hydrostatic equilibrium
) _ ) ] 3 Note that this statement holds only when considerinfiigantly

The Saccer-code solves directly the discretized time-dependeiBhg temporal sequences of snapshots: the individual siioul snap-

radiative-hydrodynamical equations (see Paper |) for tmser- shots at a given instant in time are not in hydrostatic elogilim.
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EOS

of thermal pressurépﬂh and opacityskzos As suggested

sl L by Eq. [A.8, we find the maximal deviations typically below
To = 4500 to 6500K T = 4500 to 6500K . L X
30 1999, . = 450 | Idgg = 4.50 i the optical surface in the SAR, where the large fluctuations
[Fe/H] = 0.0 [Fe/H] = =3.0 )
L ] take place due to the overturning, and due the presence of
20k e convective motions with their highly asymmetric up and dewn
I 2300k flows. Hence, the mean value toddles between the bimodal
10k AN | distribution. Furthermore, we find a strong variation of the
I 0Xeos with stellar parameter, which increases for highigg

applied the disagreemefXgps are distinct.

4500 to 6500K
4.50
-3.0

3D models, especially for spectral line formation applmas
(Uitenbroek & Criscualil 2011).
nothing more than statistically meaningful representetiof

spheres, such internal consistency is maintained at a#stim
since no spatial averaging of non-linear variables is vedlin
the construction of 1D models.

-100 [T | | (IR R |
-4 -2 0 2 -2 0 2
109 TRoss 109 Toss
A.3. Deviations between the spatially and temporally averaged

pressure tbp) and opacity fottom) and the values derived from the
EOS, i.e.X({p),(e)), vs. optical depthDashed lines. (3D), averages;
dotted lines:(3D)y,; solid lines: (3D)ress

in the model atmosphere, a Taylor-expansior aip to second

(A.3)

(A.4)

(A.5)

(A.6)

order yields
fX) = f(X)+X)
df 102f
~ f((X>)+—‘ X' +z— 2
dXlexy 2dx? )
The horizontal average of this expression evaluates to
df 1 d?f
FOX) ~ (FOON+=—=<| X+ —| (X?
(00~ (HOM+ 2| K+ 550 <X)( )
1d%F ol
= XN+ E@W ]5ersv

where the definition of the contraskims was used in the last
equation (see Ed.]3 in Sed¢t. ¥.1). The linear term in[Eq] A.5
vanishes agX’) = 0 by definition. It is immediately clear that
(f (X)) = f ((X)) holds for linear functions. It is thus the non-
linearity of f that causes a departure ¢f(X)) from f ((X));

the departure scales with the square of the contdsts. The
discussion can be easily expanded to functions of two viesab
f(X,Y), as they are found in the EOS.
As a consequence, deriving thermodynamic quantities
from averaged independent variablép) and (), will lead

to inconsistent outcomes. The mean pressure in a given layer
of the 3D cube will deviate from the pressure calculated
with the EOS from mean density and mean internal energy,
(PthY # Pth () ,{&)). Therefore, with3D) we face another level

of complexity.

In order to quantify the deviations, we compute the temper-
atureT, pressurey,, opacitykrossand electron number density
ng; from the EOS by employing the mean independent variables
(py and(e). Then, we determine the relative disagreement as
6Xeos = (Xeos— X)/X. In Fig. [A3, we display the deviations
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and lower logy. Depending on which reference depth scale is
This loss of consistency caused by dimensional reduction
means that mea(8D) models can never entirely substitute full

The mean stratifications are

stellar atmospheres, while only the complete 3D data set de-

- scribes their physical state completely. In 1D model atmo-
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