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ABSTRACT

Cosmological hydrodynamical simulations are a valuabtd for understanding the
growth of large scale structure and the observables coed&gth this. Yet, comparably little
attention has been given to validation studies of the pt@seof shocks and of the result-
ing thermal gas between different numerical methods — duingebf immediate importance
as gravitational shocks are responsible for generating nfdke entropy of the large scale
structure in the Universe. Here, we present results for thtistics of thermal gas and the
shock wave properties for a large volume simulated withethtdiferent cosmological nu-
merical codes: the Eulerian total variations diminishitgle TVD, the Eulerian piecewise
parabolic method-based code ENZO, and the Lagrangian sedqtarticle hydrodynamics
code GADGET. Starting from a shared set of initial condisipme present convergence tests
for a cosmological volume of side-lengtf0Mpc/h, studying in detail the morphological
and statistical properties of the thermal gas as a functionass and spatial resolution in all
codes. By applying shock finding methods to each code, weuned#ise statistics of shock
waves and the related cosmic ray acceleration efficienaidisin the sample of simulations
and for the results of the different approaches. We disdieseigimes of uncertainties and dis-
agreement among codes, with a particular focus on the sestuhe scale of galaxy clusters.
We report that, even if the bulk of thermal and shock propsréire reasonably in agreement
among the three codes, yet some differences exist (eslyduidveen Eulerian methods and
smoothed particle hydrodynamics) and are mostly assalvaith a different reconstruction
of shock heating and entropy production in the accretioioregat the outskirts of galaxy
clusters.

Key words: galaxy: clusters, general — methods: numerical — inteajalanedium — large-
scale structure of Universe

1 INTRODUCTION cosmological simulations represent an effective com-
plement to theoretical models and observations (e.g.

Cosmological numerical simulations are a powerful : s :
tool to investigate the properties of the Universe at the ﬁgrr?na:rlw gtoﬁl) f%cr)org’ceBnotr?S\?ile\%sy rﬁ]vtg%/erz ?(? ?ngggl

largest scales. From galaxy formation 10 the Precise y,q o\ qjution of cosmic structures in the most reliable
measurement of cosmological parameters, from they " merical methods must follow the non-linear
propagation of ultra high cosmic rays to the growth of dynamics of the gas and dark matter (DM) assembly
{he nog_—thermal energy tqorpplc()jnenltst_of ihe mtr{a ICIUS' across a very large dynamical range (e.g. from scales
er medium (e.g. magnetic field, relativistic particles), " (10° - 10°)Mpe o ~ (1 10)kpe), over the age

of the Universe.
* E-mail: f.vazza@ijacobs-university.de To accomplish this task, a number of finite differ-
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ence methods have been developed in the past, whickeffective numerical viscosity acting within each code
can be broadly divided into 2 classes (e.g. Dolag et al. has a sizable impact on the overall evolution of quanti-
2008 for a modern review). “Lagrangian” methods dis- ties tightly linked to ram pressure stripping, turbulence
cretize baryonic gas by mass, using a finite number of and shocks in the gas medium.

particles, and the equation of fluid-dynamics are solved

with the approach of smoothed particle hydrodynamics  Cosmological simulations also proved to be impor-
(SPH, see Price 2008 and Springel 2010 for recent re-tant tools to study the acceleration and evolution of
views). Further details of the SPH method investigated cosmic ray particies (CR) in the Universe, and their
in this project will be discussed in SecP.3. connection to the observed statistics of non-thermal
Contrarily, “Eulerian” methods discretize space, emission from galaxy clusters (e.g. Dolag et al. 2008
by dividing the computational domaininto regular cells for a review). Several mechanisms related to clus-
(with fixed or variable size), and the gas-dynamics ter mergers and to the accretion of matter can act as
is evolved by solving cell-to-cell interactions (e.9. sources of non-thermal components in the ICM. The
Le Veque 1990 for a review). A variety of numer- most important mechanism during cluster formation is
ical schemes can be applied for the reconstructioniikely diffusive shock acceleration (DSA): the thermal
of the gas velocity, density, and pressure fields for particles in the high-energy tail of the Maxwellian dis-
a given number of neighbours (e.g. piecewise linear tribution function are able to experience multiple scat-
method, Colella & Glaz 1985; piecewise parabolic terings across the shock surface which can be modelled
method, Colella & Woodward 1984), as well as for as a diffusion process. This leads to an exponential gain
the time integration of the fluxes across the cells (e.g. of energy and an exponential loss of the number of par-
ROE method, Powell et al. 1999; HLL/HLLE method, ticles which results in a power-law distribution in par-
Harten et al. 1983; HLLC method, Li 2005). Further ticle momentum extending into the relativistic regime
details of the grid methods employed in this project and giving rise to so-called cosmic rays (e.g. Bell 1978;
will be presented in Sectiofs 2.1 dnd|2.2. Blandford & Ostriker 1978; Drury & Volk 1981; see
also Kang & Ryu 2010 and Caprioli et al. 2010 for re-
Despite the enormous progresses made since theicent reviews).
first applications (e.g. Peebles 1978; Efstathiou & East- Energetic shocks generated by mergers are be-
wood 1981; Davis et al. 1985; Efstathiou 1985;), the lieved to accelerate supra-thermal electrons from the
mutual convergence of the results of cosmological nu- thermal pool and explain the origin of radio relics
merical methods is still matter of debate and research.(Ensslin et al. 1998; Rottiger et al. 1999; Pfrommer
This is true also for the most simple physical modelling et al. 2008; Pfrommer 2008; Hoeft & Briiggen 2007;
of large scale structures, where no forces other thanBattaglia et al. 2009; Skillman et al. 2010), while
gravity and pressure are taken into account. high-energy electrons accelerated at these shocks can
A few comparison works in the literature (e.g. produce X-rays and gamma-rays via inverse Comp-
Kang et al. 1994, Frenk et al.1999, O’Shea et al. 2005,ton scattering off CMB photons (e.g., Sarazin 1999;
Heitmann et al. 2008) have provided evidences thatLoeb & Waxmann 2000; Blasi 2001; Miniati 2003;
most of the relevant quantities involved in large scale Pfrommer et al. 2008; Pfrommer 2008). Relativis-
structure dynamics are generally reproduced with sim-tic hadrons accelerated at shocks can be advected
ilar accuracy by most codes on the market. The generalin galaxy clusters and efficiently accumulated there
findings suggest that the simplest clustering properties(Volk, Aharonian, & Breitschwerdt 1996; Berezinsky,
of DM, and their dependencies on assumed cosmolog-Blasi, & Ptuskin 1997), possibly leading to a sizable
ical and numerical parameters are fairly well under- non-thermal component which could be detected by
stood (e.g. Heitmann et al. 2008). gamma-ray observations (e.g., Pfrommer & Ensslin
A less satisfactory agreement is generally found 2004; Blasi, Gabici & Brunetti 2007; Pfrommer et al.
when the properties of gas in different methods are 2007; Pfrommer 2008; Pinzke & Pfrommer 2011). The
compared, even when simple non-radiative numerical re-acceleration of relativistic electrons by MHD turbu-
setups are considered. In simulations of galaxy clus-lence can be responsible for the episodic diffuse radio
ters, for instance, the entropy profile, the baryon frac- emission observed in the form of radio halos (e.g., Pet-
tion and the X-ray luminosities are affected by the rosian & Bykov 2008; Brunetti et al. 2008; Brunetti
larger uncertainties among codes reaching differences& Lazarian 2011); in addition secondary particles in-
up to a factor of a few (e.g. Frenk et al. 1999; O’Shea jected in the ICM via proton—proton collisions may
et al. 2005; Voit et al. 2005; Kravtsov et al. 2005; Ettori also produce detectable synchrotron radiation (e.g.,
et al. 2006; Vazza et al. 2010). Blasi & Colafrancesco 1999; Dolag & Enssil 2000;
More recent works aiming at comparing different Miniati et al. 2001; Pfrommer et al. 2008; Enf3lin et
numerical methods in more idealized test cases (e.g.al.2011).
shock tubes, blast waves, halo profile stability, ram The occurrence of shock waves in large scale struc-
pressure stripping of substructure) produced additionaltures has been studied in detail with cosmological nu-
insights in the ways in which the numerical implemen- merical simulations (e.g., Miniati et al. 2001; Ryu
tations of different codes work (e.g. Agertz et al. 2007, et al. 2003; Pfrommer et al. 2006; Pfrommer et al.
Tasker et al. 2008, Mitchell et al. 2009; Springel 2010; 2007; Kang et al. 2007; Hoeft et al. 2008; Skillman
Robertson et al. 2010; Hess & Springel 2010; Merlin et al. 2008; Vazza, Brunetti & Gheller 2009; Molnar
etal. 2010). One of the reported key findings is that the et al.2009) or indirectly by the action of shock waves
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on rad|o_ P'asma_ bUbeeS- e_mploylng a nO\_/eI methOd Table 1. Details of the simulations run for this comparison projégtst
of combining radio observations and analytical insight column: name of the run; second column: initial redshift oé simula-
that is supported by idealized hydrodynamic Simu- tion; third column: mass resolution for Dark Matter paet) fourth col-
lations (e.g., EnBlin et al. 2001; Pfrommer & Jones umn: softening length (for SPH runs) or uniform mesh spadiagENZO
2011). Most of these numerical works agree on the factand TvD) employed in the runs.

that the bulk of the energy in the Universe is dissipated GADGET

at relatively weak shock3y/ ~ 2 — 3 (whereM is the RUN  zin Mgm [Mo/h] Reope [KDCIH]

Mach number), internal to clusters, while strong and

larger shocks are found outside of large scale struc- 64 3463 2.4-10 31.0

tures,M ~ 10 — 100, at the boundary layers between 128 4477 3.0-10 15.75

the “collapsing” and the “expanding” universe. How- 256 5892 3.76-10 7875

ever when the properties of CR injection by DSA are ENZO

compared across the different simulations, differences Run  z, My, [Mo/h] Az [kpc/h]

up tol—2 orders of magnitude in various quantities are "

found, including (but not limited to) quantities such as 16248 ii‘?? §'§1 1810 igizz'g

the ratio of energies of CR and thermal gas, the spec- 256 55.92  3.76- 10° 390.625

tral energy distribution (e.g., Miniati et al. 2002; Ryu 512  67.99 4.7.10% 195.31

et al. 2003; Pfrommer et al. 2006,2007,2008; Pfrom-

mer 2008; Kang et al. 2007; Hoeft et al. 2008; Vazza TvD

et al. 2009,2010; Skillman et al. 2008,2010; Pinzke & Run  zin Mam [Mo/h] A kpo/h]

Pfrommer 2011). This limits our present understand- 64-32 3463 3.0-10!2 1562.5

ing of the main mechanism for the enrichment of CRs 128-64 4477 2.4-101! 781.25

in the intra cluster medium. 256-128 5592 3.0-10' 390.625
512-256 67.99 3.76-10° 195.31

In this work, we explicitly aim at comparing three
independent numerical approaches for cosmologicalcus on the galaxy clusters properties according to the
simulations, applied to the evolution of a large volume various codes in sectién 5.3 and present an exploratory
of the Universe: the smoothed particle hydrodynam- test showing important differences between the under-
ics code GADGET (Springel, Yoshida & White 2001; lying numerical, hydrodynamical schemes (specially
Springel 2005); the total variation diminishing code de- between PPM and SPH) in the matter accretion pat-
veloped by D. Ryu and collaborators (Ryu et al. 1993; tern inside halos in sectién’.4. We then apply different
Ryu et al. 2003) and the parabolic piecewise method shock detecting schemes in section 6.1 to the various
ENZO, developed by G.Bryan and collaborators (e.g. re-simulations and we present results for the charac-

O’Shea et al. 2004; Norman et al. 2007). terization of shock waves in all codes in sectibns 6.3—
We adopted a set of sharédentical initial con-  [6.5. We particularly focus on shocks in galaxy clusters,

ditions generated at different resolution, and we re- their properties and their role in the acceleration of CR
simulated them with the three codes; the output of all predicted according to the different, underlying numer-
runs were then compared in detail, looking at the con- jcal schemes in sectidén 6.6.

vergence of several thermal and non-thermal properties

across the various codes and for different numerical

resolutions. We chose the simplest possible physical

setup for this project, and include only non-radiative 2 NUMERICAL CODES

physics (i.e., no radiative cooling, no UV radiation 21 Eulerian method: ENZO PPM

background from primordial stars, no magnetic fields, = '
etc.). ENZO is an adaptive mesh refinement (AMR) cosmo-

This approach helps us to understand which dif- logical hybrid code originally written by Greg Bryan
ferences are due to the numerical methods (e.g. “La-and Michael Norman (Bryan & Norman 1997, 1998;
grangian” versus “Eulerian” method for gas dynam- O’Shea et al. 2004; Norman et al. 2007). It couples a
ics) and which are due to the post-processing (e.g.particle-mesh solver with an adaptive mesh method for
temperature-based method to detect shocks versus vadeal fluid-dynamics (Berger & Colella, 1989).
locity based methods). Also, this approach helpsinas-  ENZO uses a particle-mesh N-body method (PM)
sessing some of the more robust findings of presentto follow the dynamics of collision-less systems. This
cosmological simulations, and determines the mini- method computes trajectories of a representative sam-
mum resolution requirements needed to achieve a goodle of individual DM patrticles and it is much more ef-
convergence independent of the particular adopted nuicient than a direct solution of the Boltzmann equation
merical method. in most astrophysical situations.

The paper is organized as follows. In $éc.2 we DM patrticles are distributed onto a regular grid
give a brief description on the underlying numerical using the cloud-in-cell (CIC) interpolation technique,
schemes of these codes. Based on the simulations usforming a spatially discretized DM density field. After
ing different resolutions we present a comparison of sampling dark matter density onto the grid and adding
the general distribution statistics for dark matter and baryon density (calculated in the hydro method of the
thermal gas in sectiorig 4 ahd 5. In particular, we fo- code), the gravitational potential is calculated on the
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periodic root grid using Fast Fourier Transform algo- prevented by including the effects of the gravitational
rithms, and finally solving the elliptic Poisson’s equa- force only to the momentum and kinetic energy and
tion. keeping the thermal energy rather than solving the con-
The effective force resolution of a PM calculation servation of the total energy. Also, a correction due
is approximately twice as coarse as the grid spacing at @o the mass diffusion under the gravitational field has
given level of resolution. The potential is solved in each been added in the gravitational force term in order to
grid cell; however, the quantity of interest, namely the obtain better conservation of the total energy and to
acceleration, is the gradient of the potential, and hencesatisfy the cosmic energy equation. Additional details
two potential values are required to calculate this. can be found in Ryu et al. (1993) and Ryu et al. (2003).
As hydrodynamical solver, ENZO adopts the Eule- The treatment of gravity and DM patrticle dynam-
rian Piecewise Parabolic Method (PPM, Woodward & ics follows the Particle Mesh approach on a fixed res-
Colella, 1984). The PPM algorithm belongs to a class olution grid (see Selc.2.1). Additionally, in this code
of schemes in which an accurate representation of flowthere is the possibility of using a number of DM parti-
discontinuities is made possible by building into the cles smaller than the total number of cells in the grid,
numerical method the calculation of the propagation in order to spare memory usage. This is motivated by
and interaction of non-linear waves. It is a higher or- the fact that, as stressed in $ed.2.1, in the PM scheme
der extension of Godunov’'s shock capturing method the effective force resolution is approximately twice as
(Godunov 1959). It is at least second—order accuratecoarse as the mesh spacing. Therefore, adopting a num-
in space (up to the fourth—order, in the case of smoothper of DM particles which i$N/2)3 fora N3 grid, has
flows and small time-steps) and second—order accuratey very little or negligible difference in the final accu-

in time. This leads to an optimal treatment of energy racy of the resulting potential and accelerations.
conversion processes, to the minimization of errors due
to the finite size of the cells of the grid and to a spatial
resolution close to the nominal one. , )
In order to treat more accurately bulk hypersonic 23 Smoothed Particle Hydrodynamics: GADGET3

motions, where the kinetic energy of the gas can dom-We compare Eulerian methods with the parallel
inate the internal energy by many orders of magnitude, TreeSPH code GADGET3 (Springel 2005), which
both the gas internal energy equation and total energycombines smoothed particle hydrodynamics with a hi-
equation are solved everywhere on the grid at all times. erarchical TreePM algorithm for gravitational forces.
This dual energy formulationsures that the method SPH uses a set of tracer particles to discretize mass el-
produces the correct entropy jump at strong shocks andements of the fluid. Continuous fluid quantities are es-
also yields accurate pressures and temperatures in cosimated by a kernel interpolation technique (e.g. Mon-
mological hypersonic flows. _ aghan 1992). The equation of motion for these tracer
This works uses the public 1.0.1 version of particles can be derived (by applying the variational
ENzdI. To simplify the comparison with the other principle) from the Lagrangian of such system. The
codes of this project, this work employs a fixed grid thermodynamic state of each fluid element may ei-
only instead of the adaptive multilevel grids and ad- ther be defined in terms of its thermal energy per unit
ditional physics (e.g. star formation, re-ionization and mass,u;, or in terms of the entropy per unit mass,
cooling processes) which are powerful tools in ENZO. The latter is used as the independent thermodynamic
variable evolved in SPH, as discussed in full detail by
_ _ Springel & Hernquist (2002). The adaptive smoothing
2.2 Eulerian method: Cosmological TVD lengthsh,; of each SPH particle are defined such that

The cosmological code created by Ryu et al. (1993) their kernel volumes contain a constant mass for the
is based on the Harten (1983) Total Variation Dimin- €stimated density (e.g. corresponding to the mass of
ishing (TVD) scheme. It is a flux-based Eulerian code IV = 64 particles is a common choices). Accounting
with second-order accuracy in space and time. It cap-for the fact that then the adaptive smoothing lengths
tures shocks within two to three cells without gener- h: are a function of density allows SPH to be formu-
ating oscillations, but limiting the numerical flux ac- lated so that both energy and entropy are manifestly
cording to the TVD scheme instead of adding a sim- conserved. Provided there are no shocks and no ex-
ple artificial viscosity. Several importantimprovements ternal sources of heat, the derivation of equations for
were made while incorporating the TVD scheme into the reversible fluid dynamics in SPH is straightforward
the cosmological code. The numerical artificial heat- (S€€ Price 2008 and Springel 2010 for recent reviews
ing around the extremely supersonic flows where the N SPH). However, flows of ideal gases can easily de-
bulk kinetic energy is much greater than the thermal velop discontinuities where entropy must be generated
energy is reduced: this was achieved by following the by micro-physics. Such shocks need to be captured by
adiabatic changes of the thermal energy using a modi-an artificial viscosity in SPH, whichiis active only when
fied entropy equation instead of using the total energy fluid elements approach one another in space, prevent-
equation. The leakage of the gravitational energy into iNg particle interpenetration and transforming kinetic

the thermal energy in regions of supersonic flows was €nergy irreversibly into heat (e.g. Monaghan & Gin-
gold 1983). Modern schemes like GADGET3 make

also use of an artificial viscosity based on an analogy
1 http://ilca.ucsd.edu/software/enzo/v1.0.1/download/ with Riemann solutions of compressible gas dynamics,
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as proposed by Monaghan 1997; additional viscosity- trivial issue, for the sake of simplicity in this work we
limiters are also introduced in GADGET3 in the pres- neglected initial perturbations in velocities also for the
ence of strong shear flows to alleviate spurious angularSPH distribution.
momentum transport (Steinmetz 1996). In the following we will refer to a given run ac-
Both the collision-less dark matter and the gaseouscording to the number of its gas particles or gas cells;
fluid are represented by particles, allowing the self- in the case of the TVD code, the number of DM par-
gravity of both components to be computed with grav- ticles is kept 8 times smaller than the number of gas
itational N-body methods. GADGET3 allows the pure cells (see Se€c.2.2). In what follows, we will typically
tree algorithm to be replaced by a hybrid method con- refer to “sel~convergence” meaning the convergence
sisting of a synthesis of the particle-mesh method andof a code with respect to increasing resolution, and
the tree algorithm, with significant reduction of the to “cross-convergence” meaning the convergence be-
computational effort. tween different codes, at a given resolution.
The effective force resolution is controlled by the
gravitational softeningR..;; used in the tree part as
listed in the last column of table 1 for the different sim-
ulations and the particles are allowed to have individ- 4 PARK MATTER PROPERTIES
ual time steps, based on different time stepping criteria A number of works in the literature have shown that
(see Springel 2005 for details). present day numerical codes at their best achieve an
agreement withime 5 — 10 per cent on the mass func-
tions of halos (e.g. Frenk et al. 1999; O’'Shea et al.
3 INITIAL CONDITIONS 2005; Heitmann et al. 2007). However, subtle differ-
) _ences in the adopted numerical methods should be re-
We have assumed a “concordance” model, with densitysponsible for the exact shape of the inner DM profiles
parameterslc,,, = 0, &, = 0.043, Qpy = 0.227, (e.g. Bullock et al. 2001; Warren et al. 2006).
Q5 = 0.73, Hubble parameteh = 0.70, a power We compared the properties of the DM component
spectrum with slope: = 1 and a normalization of  for all resolutions and codes in order to ensure that the
the primordial matter power spectrum = 1.2. The  distribution of DM in our simulated large scale struc-
og parameter is intentionally set to a larger value com- tyres is characterized by a similar degree of intrinsic
pared to recent estimate from CMB data (e.g. Spergel“scatter” reported in the literature.
etal. 2007) in order to enhance the probability of form- The most important statistics related to DM is the
ing massive halos within the simulated volume of side mass function of halos, for which analytical solutions
100Mpc/h. Any modelling of cooling, radiative and  as a function of cosmological parameters are avail-
heating processes for the gas component is neglectedable (e.g. Press & Schecter 1974; Sheth & Tormen
and therefore the thermal history of cosmic gas here is1999). We report in Fig.]1 the cumulative mass func-
mainly driven by shock waves induced by gravity. Ta- tions (DM plus gas) for all runs in the project. The
ble[d lists the main parameters of all simulations run virial mass,M,,, is customarily defined as the spher-
for the project. ical over-density of gas+DM, enclosing a mean over-
S - density of~ 109p.,, wherep, =~ 9.31 - 10730g/cm?
~Theinitial displacements and velocities of DM par- is the “critical density of the universe (e.g. Eke et al.
ticles were identical for all codes; the numbers of DM 1998). The virial haio masses are computed using the
particles adopted arg123, 256, 128° and64®. The ~ same halo finder in all codes, based on the gas+DM
GADGETS3 simulations preliminary looked remark- spherical over-density. In the case of grid runs, the cells
ably converged with resolution already 2163, and distributions have been converted into a distribution of

therefore we choose to skip the production of 523 particles, in order to apply exactly the same procedure
case in SPH, in order to spare computational resourcegised to analyse GADGET runs.

time. The initial redshift of simulations were computed  In order to compare different codes and resolu-
in order to reach the same growth ratezat 0 for the tion, it is useful to assign a “formal” resolution to each
smallest available density perturbations; = 67.99, run. This allows us to understand which halos in our
Zin = 55.92, z;, = 44.77 and z;,, = 34.63 for the simulations are suitable for “convergence” studies and
different resolutions, respectivély which are not, because of under-sampling problems at

Usually in SPH cosmological runs both the DM agiven cluster size. Even ifin GADGET runs the mass
and the gas particle distributions are perturbed in functions are resolved down to the smallest halos (with
their initial positions and velocities according to the < 20 particles), Power et al. (2003) showed that con-
Zel'Dovich approximation (e.g. Dolag et al. 2008 for a vergence in the inner dynamical structures of halos is
review). In grid runs, on the other hand, the initial gas achieved with at least 500 particles insideR,;,3.
distribution is at rest compared to the DM initial veloc- We preliminary consider that the resolution limit
ities. Since computing exactly the same initial pertur-
bation in velocity for SPH particles and cells is not a

3 We notice, however, that tests with radiative runs have sttbat a larger

number of particlesN ~ 1000 — 5000, may required to achieve a good
2 The initial conditions used in this Project are public andessible at: convergence in the X-ray luminosities of clusters (e.gdgatini, Ghizzardi
http://canopus.cnu.ac.kr/shocks/case0/. & Bonometto 1999; Valdarnini 2001).
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Figure 1. Cumulative mass functions of the virialised halos in theows runs. In both panels the GADGET results are reportedackifor the various
resolutions, while the left panel reports the mass funstivpom ENZO runs (in blue) and the right panel reports the rasstions from TVD runs (in red).
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Figure 5. Maps of projected mass-weighted temperature for a submregi the side of{0Mpc/h for all codes and resolutions.
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in GADGET is achieved with 500 DM particles within

the virial radius. For grid runs, we apply the follow- L
ing empirical approach: we consider only halos whose
virial radius is resolved with at least 500 cells, and we
assign dormal minimum mass to have halos “suitable
for convergence” taking the corresponding virial mass,
extracted from the theoreticdt, ;. versusii,; rela-
tion.

The corresponding minimum masses for all codes -~ 10*
and resolutions are shown as vertical lines in Eig. 1.
Although this methods is rather artificial, we find it
predicts rather well the convergence observed for ha-
los in grid codes, which takes place at larger masses
compared to corresponding GADGET runs at the same
DM mass resolution. For instance, GADGET run 256
shows a halos mass function which is converged down
to masses of 2-10'2 M, while run 256 in ENZO and
TVD achieve convergence only for halos with masses
larger tharb ~ 10 M.

Therefore, we would expect to see cross-
convergence of the virial parameter for none but the
Iargest halosin grid results, while we expect good self- Figure 6. One dimensional distribution of gas mass dendioyvér line9
convergence across a larger range of masses in GAD-and volume-weighted temperaturgpper lines for a line crossing our sim-
GET. ulated volume, for al2563 runs.

A similar trend is also observed in the baryon frac-
tion of halos in the various run, as reported in Ei. 2.

The baryon fraction in GADGET s rather perfectly as a function of numerical resolution. The final goal
converged at all resolutions fad > 104 M, /h, with is to identify which are the cosmic environments and
a value of f, ~ 0.9fcos, Where foos = /(2 + minimum resolution requirements necessary to achieve
Qam) = 0.159 is the cosmic baryon fraction in our a good convergence in the estimates provided by the
runs) . In grid codes, the convergence to a slightly different methods.

larger baryon fractionf,, ~ 0.95f..,s, seems to be

reached only for masses larger thah > 10> M, /h

(as for the halos mass functions, ENZO shows the a5.1 Maps

slower rate of convergence compared to TVD). A preliminary inspection of the morphological distri-

The radial profiles of DM mass density for the buti ; -
’ : ution of baryon gas in the cosmic structures captured
most massive galaxy cluster in our sample are shownby all metho)(ljs egnsure that at a zero order all F:)simu-

in Fig.[3 for various resolutions. All profiles in GAD- Iati : :
: ations correctly sample a cosmological volume with
GET3 runs are remarkably self converged, while the ;o i density fluctuations. In Figuré 6 we report the

profiles of DM in both grid methods present a slower - 4io oo o021 behaviour of i
! . - gas density and gas tem-
rate of convergence. At the best available resolution, perature along a line crossing the position of the most

the grid codes agree at the percent level with the ref- massive galaxy cluster in the volume, for 28653 runs.

erence profile of GADGET3 runs, with sizable differ- gaiany LS| o 1
ences only in the core region of the cluster).1 R, The spatial distribution of gas density is well matched
due to the well known lack of force resolution in the 1N &ll codes, and in particular the positions of the gas
PM method (the softening length for the gravity force d€nSity peaks associated with halos and filaments agree
in the 5123 runs is293kpc) within a1 —2 cells accuracy (i.e~ 400 —800kpc/h at
Overall. the trend I?ou'nd are in line with those re- this resolution). The one-dimensional gas temperature
ported by O'Shea et al (2005) and Heitmann et al profiles show very similar maxima near the gas density
(2008). Based on our results, we suggest that the repré-peaks' buTthS|ng|IE d;ff[%rer&_cf?s can bﬁ found }'1n the outer
.' P > P e G regions. The bulk of the difference here is however a
sentation of the underlying DM distribution is similar simple effect of the variable smoothing length in GAD-

to what can be found in the recent literature, and that - - -
. : g GET3, which provide a coarser resolution compared to
the bulk of differences that will be reported in the next grid codes for the regions outside of clusters.

Sections are mostly connected with a different mod- In the panels in Figll4 we report the maps of

elling of hydrodynamics in the various methods. projected mass-weighted temperature across the simu-
lated volume, for the most resolved runs of the project
(run 256 for GADGET3 and runs 512 for ENZO and
TVD). The trend with resolution of the projected mass-

5 BARYONIC MATTER PROPERTIES weighted temperature, at all resolutions, is reported in
In the following Sections we compare the distributions Fig.[5 for a sub-volume of0Mpc/h inside the cosmo-

of several gas thermodynamical variables in all runs logical box.

/‘OS,

temperature[K]

107

10°

densigy [fbxrho/rhocr]

o
b
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512 grid, 256 sph ure[8 further shows the cross-comparison between the
‘ ‘ ‘ ] highest resolution runs available for each code.

In this case, we adopt volume-weighted statistics
for each bin in gas density/temperature. Despite the
] obvious fact that volume-weighted distributions can-
E not be translated into observable quantities (since the
] convolution of the two does not provide the total gas
. energy within the simulated volume) we find this ap-

] proach useful to focus on the properties of the low
] density, volume-filling baryon gas around large scale
] structures. Our purpose here is to highlight the differ-
ences in the modelling of the lower density baryon gas
at large scales (which encompasses filaments and clus-
ters of galaxies) in the different numerical methods.

dN/dtot

108 | | | | | | ] . . .
107 10 107 100 10 10 10 o  Thiscan also be readily compared with the early com-
density [or/em3] parison work of Kang et al. (1994). In addition, these
512 eulerian, 256 sph volume filling regions are expected to be an important
T T T T T E|

site of acceleration of relativistic particles, via direct

] shock acceleration at strong shocks (e.g. Miniati et al.
3 2001; Ryu et al. 2003; Pfrommer et al. 2006; Vazza,

] Brunetti & Gheller 2009).

- In the following Section (Seck._5.3) we will rather

] refer to mass-weighted profiles of gas density and gas
] temperature, since they are closely related to the ther-
] malization properties of internal merger shocks inside
clusters.

As expected, the cross—convergence between dif-
ferent codes is more satisfactory when resolution is
increased: the density distributions runs with2563

] DM particles (i.e. withmyg,, < 4.5 - 10 M, /h), have
10° 102 10! 100 108 the same average value in all codes withig0a— 30
temperature [K] per cent scatter. The largest and the smallest gas densi-
_ _ _ ties are similar within a factor of 2, and GADGET3
Figure . Cross convergence of volume weighted gas density and gas tem prodyces the most extreme values in both cases. GAD-
gf;e;t'ure distributions for GADGET3 run witk56° and grid runs with GET3 runs are also the ones WhiCh prov_ide the Iargest
degree of self-convergence, with very similar outputs
at all investigated resolutions.
In the case of temperature distributions, ENZO

To readily compare Lagrangian and Eulerian data presents the larger degree of self-convergence (within
at the same spatial resolution, the gas fields of GAD- a factor of~ 10 per cent) at all resolutions, while the
GET3 runs have been interpolated onto a regular grid, other codes show significant evolution with resolution,
with resolution equal to that of the corresponding grid especially at temperatures beld@w< 104 K.
runs, using the same SPH kernel employed during the ~ We note that different floors in the value of tem-
simulation for each gas particle. _ perature were adopted in the three codes, to limit the

In GADGETS3, over dense non-linear structures |owest temperature available to cells/particles of the
(e.g. halos and sub-halos) are very similarly recon- simulated volume. For each code we used the temper-
structed at all resolutions, while structures at about the ature floor usually adopted by each simulator: a mini-
critical density (e.g. cosmic filament) start being re- mum temperature df, = 1 K in allowed in ENZO,
solved only at sufficiently high DM mass resolution. 7, = 2 K in TVD and7, = 24 K in GADGET3.
The opposite trend appear in grid codes, where largeThis explains the different piling of cells/particles in
scale patterns are soon reconstructed at all resolutionsthe temperature distributions beldiv < 50 K; we
while a clear modelling of the smaller halos and clus- also made sure that the adoption of different floor in
ter satellites is achieved only approaching the highesttemperature does not affect in any way the temperature

available resolutions. distribution above the adoptdd .
On the other hand, the temperature distributions

dN/dtot

107° . I . I . | . |

5.2 Distribution Functions

A S Ivsi f the diff b h 4 It should be stressed that all most recent simulations mibgehction
quantltatlve analysis 0 the difrerences between the of the re-ionization background, hence increasing the rmima tempera-

cpde_s iS_ perform_ed by StUdying t_he vqume-weighted ture in the simulations to much larger valugs, ~ 103 — 10* K (e.g.
distribution functions of gas density and gas tempera- vazza, Brunetti & Gheller 2009). Therefore the analysisheftemperature
ture at Increasing resolutlon, as shown in Eb 7. Flg- distribution we present here is meant to pinpoint the nucaéproblems
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Figure 7. Gas density and volume-weighted gas temperature distiisufor all resolutions and all codes. The critical densitparyons isp., , ~ 4.0 -

1073g/em3.

found in the simulations become quite similar for- O’Shea et al. (2005), by comparing the temperature
10% K, which would correspond to the typical virial ~distributions obtained with GADGET2 and ENZO
temperatures of collapsed halos; this is in line with the (both using the PPM version of the code, or its formu-
early findings reported by Kang et al. (1994), and later lation with artificial viscosity, i.e. ENZO-ZEUS). The
by O’Shea et al. (2005). authors suggested that the reported trend were consis-

We conclude that even if the gas mass distribution tent with an increasing action of the effective viscosity
within halos is rather convergent in all codes for (for employed in the hydro solver of the three codes, going
a DM mass resolution ofng, < 4.5 - 109M /h), from ENZO-PPM to ENZO-ZEUS to GADGET?2. This

the convergence in the gas temperature distribution is€xplanation is also likely in our case; we will come
generally not yet reached, and the cross-convergencd® this point again in Sedt. 8.5, in connection with the
between codes is not achieved for all regions where Study of phase diagrams for the shocked cells/particles

T < 10° — 108, for the resolutions investigated in this N the various runs.
project.

In these regimes, some amount of spurious numer-
ical heating can be expected due to the graininess ofs 3 propertiesof Galaxy Clusters
DM mass distributions, which makes two-body heat- ]
ing a likely channel of (un-physical) energy transfer Differently from the case of gas density and gas tem-
from the DM particles to the baryon gas (Steinmetz perature distributions in the whole simulated volume,
& White 1997). The effect of two-body heating is ex- for which large statistics is available, our setup does
pected to decrease with the number of DM particles in Not allow us to study the convergence with resolution
the simulation, so the trend with resolution in all codes Of cluster statistics for a large number of objects. Given
qualitatively suggests that at least part of the different the minimum requirement of mass and spatial resolu-
temperature beloW’ < 10* K is related to this effect. tions outlined in the previous Sections, we must expect
However, the evolution of gas temperature with resolu- that only a few galaxy clusters in olt00Mpc/h)?

tion in ENZO runs is extremely small compared to all Pox are sampled with enough particle/cells to allow
other codes. the monitoring of thermodynamical distributions in-

Interestingly, a similar trend was noticed by side the virial radius, being free from resolution effects,
namely the two most massive clusters within the sam-

ple:
of the various methods, while the differences between romsl@ying re-
ionization would be much smaller. e cluster A: a system of total masg/ = 1.36 -
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Figure 9. Mass weighted profiles of gas densilgf{ column), gas temperatureénter columhand gas clumping factoright column) for Cluster A at various
resolutions. GADGET runs are in the upper row, TVD runs artaémiddle and ENZO runs are in the bottom row. Vertical dddimes show the minimum
radius enclosing the minimum mass suitable for convergshaties, as introduced in Jec.4.
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Figure 10. Volume weighted profiles of gas entropy (in arbitrary codas)ror Cluster A at various resolutions. The vertical destines show the minimum

radius enclosing the minimum mass suitable for convergshaties, as introduced in Jelc.4.

10" Mg /h andR.;, = 2.32Mpc/h, in a fairly relaxed
dynamical stage;

e cluster B: a system of total masg 1.64 -
10" Mg /h and Ry, = 2.47Mpc/h, in an ongoing
merger phase.

We preliminary checked that the total masses at all
resolutions and in all codes are in agreement within a
~ 6 per cent level withinR,;,, so that the general pa-
rameters defining the systems are nearly identical in all
investigated resolutions.
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However, we still have a minor source of scatter yetto be reached, despite the fact that the profile of gas
in the detailed comparison of data, given by the fact matter density is much better behaved.
that the different codes adopt different time stepping In Figure [10 we report the volume weighted pro-
criteria, and even if the cosmic time of the outputting of fjles of the entropic functionq = 7'/p?/3) for each

data is formally the same, tiny differences of the order particle/cell, for all codes and resolution. The weight-

of a few~ 10 Myr can be expected in the data. This ng by the volume here is chosen to focus more on the
is expected to be problem only for the comparison of trend of the entropy associated with the smooth, vol-
small scales in the cluster profiles, for which a perfect yme filling accretion around clusters. Compared to the
synchronization is impossible. more standard "entropy” profile, based on the ratio be-

Th'SE'f Ssue gtﬂartlculq[rly re_It(_evant Ecot%th?hclustelr tween temperature and/? profiles, we consider the
merger b. ak = U € exact positions of the therma’.  rofile of the entropic function more useful to charac-

;eatuieds_ I;nked t(f’ thethergI]ertevent ?re spreadﬁat ?'f'fterize the tiny differences of entropy which could be
erent distances Irom the cluster center, as an eliect ol |gcally associated with different dynamical accre-
tiny differences in the internal timings of the codes. In

th f the relaxed cluster A. th tial locat tion pattern in the different codes.

fe CE‘S‘T orthe re ax?l cluster 'I' € Sﬁa ""(‘j 0CalionS  The study of mass-weighted entropy distributions

Of sub-clumps IS much more similar in ail codes. in a smaller re-simulation of this project will be dis-
In Fig. [ (upper panels) we show the mass-

) ! A cussed in Secf 3.4, where we investigated the en-
weighted profiles of mass density, temperature and Oftropy generation associated with the clgmps of mat-

the gas mass clumping factd, =< p* > / < p>>,  terin clusters. In this case, GADGET3 runs are those
for cluster A atz = 0. _ _ characterized by the slowest resolution compared to
We define here the mass density profile as grig methods, and they also present a peak of the en-
>_imi/Vsnen, Wherem; is the mass associated to each tropy gradient at a significant larger distance compared
particle/cell in the simulation, ant,;; is the volume  t5 T\/D and ENZO runs. We also report the interest-
of each radial shell along the radius. The profile thus jng trend that, compared to grid methods, the increase
defined is independent of the differences in the proper-jn‘spatial resolution causes a significant smoothing of
ties of clumping within each shell, and allows us to in- the entropy jump in GADGET3 clusters (see Figl 11).
vestigate how the matter is distributed in the the differ- At the best available resolution, the full-width-half-
ent simulations. The computation of the clumping fac- maximum of the entropy "jump” in grid methods is
tor then provides the complementary information about significantly smaller than in GADGET3~( 2R.;, in
the distribution function of gas matter within each ra- TvpD and ENZO versusw 3R, in GADGET3). To
dial she(f. o check if differences in the clumping of gas matter is re-
In this case, the weighting by gas mass ensures thasponsible for the above differences, we also computed
the profiles are closely related to the thermal energy of the profiles for the 256 GADGET3 run by consider-
the gas inside clusters, which in turn depends on theing only the 50 per cent less dense particles (Eig. 11),
statistics of energetic and low Mach number internal but no significant differences can be found. This dif-
shocks (see also Seit. 6). ference in GADGET3 can only be partially explained
The profiles of density and temperature converge by SPH smoothing effects, since the observed broaden-
with resolution rather steadily, with an agreement bet- ing is considerably larger than the smoothing length at
ter than a~ 20 per cent between the profiles at all these over densities. The dynamics of shock waves on
radii, when different resolution are compared. This is large scale accretion pattern around clusters are how-
reassuring, since the combination of the above pro-ever expected to play the major role here: we will fur-
files gives the profiles of the thermal energy distribu- ther explore this issue in Sett. 6.
tion within the clusters, and this is a rather well con- ) . .
verged finding in all codes. On the other hand the pro- A second interesting feature of entropy profiles
files of the gas clumping factor shows a much slower is the hint of a flattening of the entropy profile at
convergence even within each code, with sizable evo-~ 0.3R,;; in clusters simulated with ENZO compared
lution at all radii from the cluster center. In all runs to GADGETS3 runs. This is in line with a number of
the clumping factor increases with radius, and reachesexisting results in the literature (e.g. Frenk et al. 1999;
< §, >~ 10 outside ofRy;,. At the best available res- Wadsley et al. 2008; Tasker et al. 2008; Mitchell et al.
olutions the self-convergence between for each code is2009), even if the grid resolution here is too coarse to
show conclusive evidence. However, tests employing
efficient adaptive mesh refinement with ENZO have
recently shown that that the extreme flatness of the en-
5 We notice that constructing the radial profiles at largeatise from the tropy proﬁ|e in these cluster runs insidelR,; is a
center of clusters can be affected by tessellation problentise case of very robust feature against numerical and mass/spatial
SFH runs, if the smoothing length of the particles is_, Iargemmre(_j to the resolution effects (Vazza 2011).
pudth of the shell used (o compute he profle. The d‘f"slcrrij%g”d cele Based on the literature, it seems likely that the dif-
wnose eages may Intersect more than a single radial s regarae . . .
gsasmallgsource);f uncertainty for the com[g)utation of ttiiarqurofﬁesin feren.ces In t.he Inner entrppy proflles are produg:_e(_j by
the lower resolution grid runs. Correcting for these effecton trivial, and the dlff_erent_lntegrated mlxm_g rol_e played by artificial
complex tessellation techniques may be adopted in ordeririomize the V|SCOS|ty which is enhanced in g”d_COdeS compared to
above effect. We notice however than the trends reportediinvork are SPH (e.g. Wadsley et al. 2008; Mitchell et al. 2009).
generally much larger than the uncertainties associatétthgse issues. With our setup we tested in detail the way in which
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entropy is advected inside clusters in ENZO and GAD- ‘ Clustert ‘ Cluster8__
GET with a further re-simulation, discussed in the Sec- ‘
tion below (Set.5l4.

SPH 256 (50%)

On the other hand, it is very likely that the leading  ® |30
mechanism which sets the shape of the entropy distri- ~ “ 757,
bution beyondR,;, is the action of shock waves. Grav-
itationally induced motions of gas matter are the lead- y ‘ ‘ ‘ ‘ ‘
ing drivers of shock waves in these simulations, and 001 0.0 100 10.00 001 0.0 100 10.00
therefore a detailed analysis of the distribution of gas
matter in the outer shells of SlmUI_ated clusters |S_ help' Figure 11. Cross comparison of the volume-weighted gas entropy psofile
ful to understand the reported differences. While we (in arbitrary code units) for cluster At column) and for cluster Brght
defer to Sect. 16 a detailed study of the morphologies column. GADGET3 runs at 128 are reported in dot-dash, while the 256
and statistics of accretion shock around clusters, whileruns are in solid; the long dashed lines report the profilesSiaDGET3
here we study in detail the simple gas matter distribu- runs at 256, but considering only the 50 per cent less dentielps.
tion in the outer cluster regions, comparing different
codes and resolutions.

The panels in Fig._12 present the mass-weighteds 4 A Test with Tracers
and volume-weighted distribution of gas matter within . . .
the radial shell.5R.,;, < r < 2R.;, outside of cluster In order to analyse in a more conclusive way the differ-
A, for the same runs of previous Figures. ences in the entropy profiles of cluster, we performed

As expected, the volume weighted distributions @ ré-Simulation study which followed in detail how the
show that the grid codes are able to resolve more struc-8Ntropy of gas is build inside one massive clusters dur-
tures (e.g. smooth filaments of gas) in the low den- iNg its evolution. .
sity regions; on the other hand it can be seen in the __ 10 this goal we simulated a smaller volume of side
mass weighted distributions that GADGET3 resolves 40Mpc/h, whose initial conditions were produced in
much more collapsed objects, which are absent in the@ Similar way as in Sed.3; in this case an even larger
grid codes. This corresponds to the larger number of hormalization forthe_ matter power spectrum parameter
gas clumps that can be visually seen in the projectedwere usedgs = 1.6, in order to form aV/ ~ 10'5 Mg,
maps of Fig[b. However, such material in grid codes cluster inside this small volurfie
produces also an excess of baryon gas in the range Since the entropy profiles of grid codes were found
1072 g/em® < p < 107% g/em®, compared to  tO be very similar, for simplicity we tested here only
GADGET3. These two excesses in grid codes and inthe and ENZO run witl256° cells (corresponding to a
SPH produce signals of a similar order, which explains spatial resolution ot 56kpc/h with a GADGET3 run
why the average clumping factors reported in Eilg. 9 with 2563 gas particles.
are quit_e similar, despite_ the fact that the diffe_rential We are interested in the evolution of gas entropy
distribution have rather different shapes. The differen- jinked to the matter accretion history of the cluster,
tial distribution of gas matter in the outer shells pro- and we identified all gas sub-halos in placezat 1
vide a preliminary suggestion that the shock waves outside of the main cluster in the volume, and we fol-
associated with these accretions can be seizably dif-lowed their evolution in time. The location of their cen-
ferent in the two methods. Indeed, a larger contribu- tres (based on a spherical over-density halo finder) is
tion from stronger shocks (driven by "smooth”, rather in agreement in both simulations within280kpc/h
than "clumpy” accretions) should be expected on av- accuracy. We selected all particles belonging to the 3
erage in grid codes, at the same radius. The larger ensub-halos in GADGET3 runs, while (mass-less) tracer
tropy jumps associated with these strong shocks aroundparticles were placed inside the corresponding cells
smooth accretions may then well explain the differ- jn ENZO run. The distribution of tracers was gener-
ences of shape in the outer entropy profiles of clusterated using an number density profile corresponding to
A and cluster B. For recent works employing higher a King profile, using a sampling of 0.1 of the cell
spatial and mass resolution to characterize in detail thesize. We checked that the final tracers distributions are
clumping and azimuthal scatter properties of gas mat-statistical independent of the particular profile adopted
ter in the outer region of galaxy clusters, we address thefor the initial generation (see also Vazza, Gheller &
reader to Roncarelli et al. (2006), Burns et al. (2010), Brunetti 2010).

Vazza et al. (2011) and Nagai et al. (2011). The issue  The gas tracers in ENZO were then evolved by
of matter clumping in the outskirts of galaxy clusters updating their positions according to the underlying
has also recently become a topic available to X-ray ob- Eulerian velocity field, with the same procedure of
servations (e.g. Simionescu et al. 2011; Urban et al.Vazza, Gheller & Brunetti (2010). In summary, the
2011), and therefore the predictions of different numer- three-dimensional velocity field was interpolated at the
ical methods, even at R,;, are going to be likely

tested with observations in the next future.

SPH 256 (50%)
SPH 128
SPH 256
10"FPPM 512 7
VD 512, ¢

6 The initial conditions for thelOMpc/h box, at different resolutions, can
be found at this URL': http://canopus.cnu.ac.kr/shoclsgtia


http://canopus.cnu.ac.kr/shocks/case1/

14 F\Vazza, K.Dolag, D.Ryu, G.Brunetti, C.Gheller, H.KangR?f@lommer

ClusterA, R = 1.5 = 2 R
T

vir ir ‘Cluster‘A, R :‘ 1.5 - 2 Rvi,‘

ClusterA, R = 1.5 = 2 R
T T T T
I .
' I
[y B
iy "
i ~
i \\
PPM 128
PPM 256
PPM 512

D 128 3
VD 256 5
D 512 R

[t SPH 64
{" SPH 128
{i SPH 256

4 ) . . 2 .
=31 -30 -29 -28 =27 -26 =25 =31 -30 -29 -28 =27 -26 =25 =31 -30 -29 -28 =27 -26 =25
log10(p) log10(p) log10(p)

Figure 12. Mass-weighted (solid lines) and volume-weighted (daslkestjibutions of gas density within the shells < /R, < 2 around cluster A, for
all simulated runs.
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Figure 13. First two columnsprojected map of gas density (colors) and tracers posifimng time steps in ENZO 256 run, for the test simulation diesct
in Sed.5:1Last two columnssame as in the first 4 panels, but for GADGET3 256 run. The didesdimages and the line of sight are comovitMpc/h

in all cases.

location of tracers using a Cloud In Cell kernel, and mix with the main cluster atmosphere after accretion,
the positions were updated every 2 time steps of theand most of the particles from sub-halos end up in the
simulation with a first-order integration. The entropy dense and low-entropy cluster core. In ENZO the trac-
assigned to the tracers at each time step correspondsrs mix more slowly at the beginning, and most of ac-
to the entropy of the cells where each tracer sits at thecreted gas component is bound to the infalling clumps
time of observation. even after the crossing;,. In particular, most of trac-

: - : : _ersinitially located in two clumps (colored in blue and
The visual inspection of projected tracers/SPH par in grey) never penetrate inside the core of the main

ticles positions as a function of redshifts (Fig.] 13 - . .
clearlypshows that the accretion of gas clumligsl%la di%‘- cllés__ter, S’gt f'g% ]t%helr selves settling at larger cluster
raail, ~ 0.2 — 0.0 yir.

ferent process in the two runs.

Even if the initial positions of the clumps centres The analysis of the entropy profiles of the main
are equal down to the cell resolution, soon after their cluster and of SPH patrticles/tracers is presented in
accretion throughR,;, their trajectories differ consid-  Fig.[14, and confirm the difference in the accretion his-
erably: the particles from sub-halosin GADGET3 soon tory of the two methods. In this case, since we are in-
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Figure 14. Radial profiles of the physical gas entropy (in arbitrary eodhits) corresponding to all panels in Higl 13. The soli@dishow the average mass
weighted entropy profiles for the complete GADGET3/pagsdleft 4 panels) and ENZO/cells distributions (right 4glajpy while the overlaid colours show
the contribute from particles/tracers initially locatedhin the 3 selected sub-halos.

terested in the evolution of gas clumps, the weighting cient processes in changing the overall shape of the en-
by gas density of the entropic function is adopted here. tropy profile within the main cluster, which is already
In GADGETS3, only a fraction of the matter from in place atz ~ 1.

clumps is shock heated to higher entropy, and the un- o, the other hand, we can speculate that the differ-
shocked low entropy material can be delivered to the gn trajectories and thermodynamical evolution of the
low entropy center of the main cluster, where it remains gas matter accreted by sub-clumps in the two methods
until the end of the simulation. Already at= 0.25 highlights the sizable differences of transport phenom-
(~ 5 Gyr after their accretion insid&,;,) the entropy  ana in the two schemes, which are relevant to many as-

of SPH particles from sub-halos is nearly identical to trophysical topics in galaxy clusters (e.g. metal enrich-
the entropy of the main cluster. On the other hand in ment cosmic ray transport, non-thermal emissions).
ENZO run the gas from clumps is soon shock heated

to higher entropy values (compared to particles in sub- ~ Since we do not make use of adaptive mesh refine-
halos in GADGET3), and it retains its entropy for a mentin ENZO simulations here, the spatial resolution
larger time, placing on average on radii external to the iS to0 poor to study fluid instabilities and cluster turbu-
cluster core. In the ENZO run, there is still a relevant lence (for studies of tracers in high resolution ENZO

scatter in the entropy of tracerszat 0.1, Compared to runs with adaptive mesh refinement, see Vazza, GheIIer
the main profile of the cluster, which is very different & Brunetti 2010 and Vazza 2011). However we notice

from GADGET3 results. that at this point it is clear that the flatness of inner

Our results suggest that the following different Cluster entropy profile generally found in PPM codes
mechanisms are at work in the two methods: a) in SPH, i not a product of employing AMR itself, but it is a
accreted clumps soon loose their gas because of the infore fundamental feature linked to shocks and mixing
teraction with the ICM of the main cluster, the entropy nSide clusters.
of their gas gets quickly in an equilibrium with the at- In their seminal work Mitchell et al. (2009) investi-
mosphere of the host cluster and many particle from gated the production of cluster entropy in a binary clus-
the sub-halos can end up within the low entropy core ters merger with GADGET and the PPM code FLASH
of the main cluster; b) in PPM, accreted clumps are ef- (Fryxell et al. 1998), and found that the most important
ficiently shock heated while entering the atmosphere factor which produces the differences seen in the two
of the main cluster, they reach more slowly an equilib- numerical methods is the early mixing of entropy dur-
rium with the average entropy of the main cluster at- ing the collision of cluster cores, driven by fluid insta-
mosphere and most of the accreted material sets to amilities, which is much more pronounced in PPM than
higher adiabat in the cluster profile (compared to the in SPH. Our test here shows that the way in which fluid
SPH run), avoid to concentrate within the cluster core. instabilities and shocks follow the accretion of smaller

In both cases, we observe that the shock heatingsubunits of cluster also differ in the two approaches,
and mixing motions following the matter accretions and lead to dissimilar entropy tracks for the accreted
from small satellites (i.e. minor mergers) are not effi- gas.
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Figure 15. Projected maps of shocks (ing M) for a slice of75Mpc/h in the simulated volume for the most resolved runs of the saufteft:ENZO at5123;
center: GADGET aR563; right: TVD at 5123). We adopt a weighting by volume for each particle/cellsj arfixed width of~ 550kpc along the line of

sight in all maps.

Figure 16. Map of shocks (inogM) for a slice with the side of 25 Mpc/h through the center ostdu B. The first row reports the results of the TVD runs
and the Temperature Jump shock finder as a function of résoldhe second row reports the results for the PPM runs andélocity Jumps shock finder,
the third row reports the results fro the SPH runs and theopptdump shock finder. From the left to right column, the wialibng the line of sight i€200,

1100, 550 and275kpc respectively.
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Figure 17. Volume weighted number distributions of shocks at all nesohs and for all simulations. In the right panel also theuits from the grid codes (at
the maximum available resolution) are shown for comparison

6 SHOCK WAVESIN COSMOLOGICAL SIMULATIONS gions (under the assumption of a pre-shock medium at
rest and in thermal and pressure equilibrium). If the
adiabatic index is set tg = 5/3 one has the well
known relations (e.g. Landau & Lifshitz 1966):

Many of the differences previously found between the
codes, such as the temperature structures in low den
sity environments and entropy distributions in the in-
nermost and in the outer regions of clusters, are likely ,, AM?
connected to the dynamics of matter accretion pro- — = M2+ 3
cesses in the accretion regions of large scale structures”! T
In these regions, the activity of strong shock waves is 7, (502 — 1)(M?2 + 3)

1)

the leading driver of thermalization, entropy genera- - = 3 (2)
tion and possibly of cosmic ray acceleration in large Ty 16M
scale structures, (e.g. Ryu et al. 2003), via the diffu- and
sive shock acceleration mechanism (e.g. Blandford & 2/3
Ostriker 1978). Sy (BM? —1)(M?+3) [ M?+3
The numerical modelling of shock waves is among ‘g = 16M2 A2 ’ (3)

the most important tasks that cosmological codes must
correctly perform in run-time; several different numer- with indices1, 2 referring to pre and post—shock quan-
ical techniques, involving the use of ad-hoc numerical tities, respectively, and where the entrofyis S =
viscosity (as in SPH) or the solution of the Riemann T/ p?/3
problem through explicit methods (as in PPM or TVD), In practice measuringV/ of shocks in cos-
have been adopted for this task (e.g. Dolag et al. 2008mojogical simulations is more problematic than in
for a review). . this ideal case: matter falling in the potential wells
All these methods generally perform well in the qrives chaotic motions and the temperature distribution
case of rather simple shock problem (€.9. Tasker et al.around shocks is usually patchy due to the continuous
2008), while their performances in the very complex accretion of cold clumps and filaments into hot halos.
environment of large scale structure simulations are These complex behaviours establish complex pattern
more uncertain. To date, no detailed comparison of the of pre_shocks velocity, temperature and density fluctu-
statistics of shocks developed in the various numerical ztions which makes problematic to measure Ranking-
method have ever been published; our sample of runs.goniot jumps in a clean way. To overcome this prob-
thus offers the optimal framework to test the outcomes jem, detailed analysis strategies have been conceived
of the different methods in the cosmic volume. over the last years, with the goal of recovering the

_Inorder to readily compare the statistics of shocks measuyre of\f in fully cosmological simulations in the
in each simulations, a shock finding method is needed st accurate way.

to detect and measure the strength of shocks in the sim-
ulations. To this end we start by presenting the shock
detecting method explicitly developed to work on each 6.1.1 The Temperature Jumps Method - TJ

specific code in our project. .. . .
The analysis of jumps in temperature is a powerful way

of measuring the strength of shocks in Eulerian cosmo-
logical simulations, and its application was first dis-

cussed in Miniati et al. (2001), with a more sophisti-

The Rankine—Hugoniot jump conditions allows one to cated formulation in Ryu et al. (2003). The cells host-

evaluate the shock Mach numbéd, from the ther-  ing a possible shock pattern are preliminarily tagged
modynamical state of the pre-shock and post-shock re-by two conditions:

6.1 ShocksCapturing Algorithm
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e VT'-VS >0;
e V. .v<0.

The additional condition on the strength of the
temperature gradient across cells is also customary rey

quested:
o | AlogT |> 0.11;

(specifically| AlogT |> 0.11 filters out shocks with a
Mach numbe/ < 1.3, Ryu et al. 2003).

F.Vazza, K.Dolag, D.Ryu, G.Brunetti, C.Gheller, H.Kang?f@lommer

e if more candidate shocked cells are found to-
gether, the one with the minimui¥i - v is considered
as the shock center;

e the three Cartesian axes are scanned with 1-D
weeps and\vy y , jumps along the axis of scan are
measured, between cells located ahadistance on
opposite side of the shock center. In ENZO PPM we
can safely us&\l = 1, thereforeM is measured across
3 cells (e.g. Vazza, Brunetti & Gheller 2009 for a de-
tailed discussion).

It is customary to simplify the process of identi- e the sound speed is taken from the cell in the
fication of shocked cells by using a one—dimensional tagged patch which shows the lower temperature, and
procedure applied successively in three orthogonal di-based on this the Mach number along each direction is
rections. In the case of multiple shocked cells in close computed from Eqr.]5;
contact,ztge center Of|Sh0§kSh§VhiCh' can be spread e we finally reconstruct the 3-D Mach number in the
across 2-3 zones, is placed wh&fe v is minimum. ' — (M2 2 2\1/2
Then the Mach number is calculated based on[Eq .2,ShOCked Cell WtV = (Mg + M, + M) 7.
whereT, andT; are the post and pre—shock temper-

ature across the shock redibnn the following Sec-  velocity jump (VJ) method.
tions, we will refer to this method as to tid method. Vazza, Brunetti & Gheller (2009) reported overall
In this work, we applied the TJ method following consistency between VJ and TJ method in ENZO sim-
the original formulation of Ryu et al. (2003), with the ulations with fixed grid resolution, with minor differ-
exception that we do not employ the temperature floor ences in the most rarefied environments. In Vazza et al.
of T, = 10* customarily used to mimic the effect of (2009) and Vazza et al. (2010) the application of the VJ
re-ionization, in order to readily compare with the out- method is extended to ENZO runs with Adaptive Mesh
comes of the other simulations of the project. Refinement.
The application of a qualitatively similar method,
working on the velocity field of SPH particles in GAD-
GET3 simulations, has also been presented by Hoeft et

- _ al. (2008)
A similar approach, based on the post-processing anal-

ysis of velocity jumps across cells in grid simulations
was proposed in Vazza, Brunetti & Gheller (2009) for
the analysis of ENZO simulations. Conservation of 813 The Entropy Jumps Method - £J
momentum in the reference frame of the shock yields: A method to measure the Mach number of gas flows
- 4 in GADGET runs was presented in Pfrommer et al.
p1U1L = P22, (4) (2006). In this method, a run-time algorithm monitors
with the same notation used in Hd$.11-3. In the ideal in run-time the evolution of entropy for each particles,
case in which the pre-shocked medium is at rest andand from the entropy jump (in time) the Mach number
in thermal and pressure equilibrium, the passage of aof the shock can be inferred. _
shock with velocityv, leaves aAv in-print as a ve- The instantaneous injection rate of the entropic
locity difference between the shocked and pre—shockedunction due to shocks for each SPH particle is
cells. In the lab frame a relation holds betweenand ~ dA(S)/dt, where A is the entropic function, defined
M, which can be obtained by combining E@h. 4 with by P = A(S)p” (where P is the gas pressure). If

In the following we refer to this procedure as the

6.1.2 The Velocity Jumps Method - VJ

Eqn[1: the shock is broadened over a scale of order the SPH
smoothing lengtty,h (f;, ~ 2 is a factor which has to

3 1-M? be calibrated with shock-tube tests), one can roughly

Av = 152 () estimate the time it takes the particle to pass through

the broadened shock frontAs = f,h/v, wherev can
be approximated with the pre-shock velocity. As-
suming that the present particle temperature is a good
approximation for the pre-shock temperature, it is pos-
sible to replace; with Mc;.

Based on these assumptions and uskd; ~
AtdA; /dt, the jump of the entropic function of the par-
ticle crossing a shock will be:

wherev, = M ¢, ande, is the sound velocity com-
puted in the pre—shocked cell.

The procedure to identify shocks in 3—-D with the
VJ method follows these steps:

e candidate shocked cells are selecte¥asy < 0
(calculated as 3—dimensional velocity divergence);

7 We note that Skillman et al. (2008) pointed out that the apfitin of a AZ . Al + AAl . fhh dAl 6
split coordinate approach to the TJ method may lead to arestierate in A_l - Al =1+ MlclAl W’ ( )
the number of shocks, compared to an unsplit TJ method, inGERKIR N

simulations. The bulk of the thermalized energy at shockwver, is only é _ & ﬂ _ f (M ) (7)
marginally affected by the above differences Al B P 02 —Ja 1
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where, using Equatidd 1 afd 2 one has: creasedthe differences between grid codes and SPH
are even more sizable.

Fa(My) = 29M} — (v—1) [(y - )ME +2]7 ©® This is shown in the panels of Fig.J16, which zoom
AL = v +1 (v + 1) M?2 ) into the cluster region at the center of the cosmological
! box. Looking at the strong external shocks in the upper
that combined with Equations$ 6 7 left sector of the cluster, one can see that these features
become increasingly sharper and more regular in grid
[fa(My) — 1] M; = fnh d_Al 9) methods, while they become stronger and more clumpy
Ay dt in GADGET3 runs. On the other hand, the trend with

resolution inside of the cluster is quite similar in all
codes, with increasingly thinner and weaker shocks as
the resolution is increased.

The right-hand side of Eghl 9 can be estimated in-
dividually for each particle, and Eqnl 9 allows to esti-
mate their Mach number (see Pfrommer et al. 2006 for
details). In the following we will refer to this method
as EJ method.

The EJ method has been applied in a series of pa-
pers to characterize shocks on the fly, inject CRs with The volume distribution of Mach numbers in the cos-
a Mach number-dependent acceleration efficiency, ac-mological volume is a simple statistical proxy that al-
count for the non-linear back reaction of the CR pres- lows us to readily compare the different shock finder
sure on the hydrodynamics and following the trans- and underlying simulations. However, they cannot be
port of CRs during GADGETS3 simulations of cosmo- directly translated into observational quantities, and
logical structure formation, galaxy and galaxy cluster therefore their study is just intended to be a useful to
formation (Pfrommer et al. 2006, 2007, 2008; Pfrom- cross-check of numerical implementations, rather than
mer (2008); Jubelgas et al. (2008); Pinzke & Pfrommer a physical test.

2010; Pinzke et al. 2011). In our work here, the origi- Figure [1Y shows the volume-weighted distribu-

nal EJ scheme has been applied in run-time to GAD- tion of shocks Mach number from all runs using our

GET3 runs, and the measured distributions of Mach projects.

numbers for the gas particles have been analysed in At the best available resolution, the distributions

post-processing. from the different methods are quite similar, showing
a peak of shocks a/ ~ 1.5 and a steep decrease at
stronger shocks. Compared to the peak, the average fre-

6.2 ShocksMapsand Morphologies quency ofM > 1000 shocks is~ 10~° in GADGET,

We measured the strength of shocks in our simulations,and~ 10”2 in ENZO and TVD.
by applying the TJ method in post-processingto TvD  GADGET runs present the best degree of self-
runs, the VJ method in post-processing to ENZO run convergence, with very little evqut_lon between runs
and the EJ method in run time for GADGET3runs.  64% and256°. The VJ methods applied to ENZO runs
The panels in Figuré_15 show the large scale pat-on the other hand shows the slowest degree of evolu-
tern of shock waves for a thin slice (of 550 kpc) in the tion, with a particularly poor performance at thg?
simulated box at z=0, for the best available resolutions run; this is due to the difficulty of removing baryon
in all codes. Only for display purposes, the Mach num- bulk flows from velocity jumps associate with shocks
bers measured in GADGET3 have been interpolatedat very low grid resolutions. The TJ method present a
onto regular grids with resolution corresponding to a noticeable self-convergence at all resolutions, although

2563 mesh. a the643-1282 run present a different convexity in the
Even at the best available resolution, the mor- rangel0 < M < 100 (where the contribution from
phological distributions of shocks in the various run internal and external shocks takes place), similar to the
looks less similar than what is generally found for the converged findings of the EJ method applied to GAD-

density-weighted maps of temperature (Eigl 4-5). In all GET3.
runs innermost region of clusters and filaments hosts  In both grid codes, the increase of resolution al-
only weak shocksM ~ 2 — 5, while the strongest ways cause a progressive weakening of the strongest
shocks are located outside cosmic structures. Howevershocks in the most rarefied environments; also the
the strong external shocks are very sharp and regular inrbump of external shocks is progressively shifted to-
grid codes, while they seem to be grouped in clumps wards lowerM .
in GADGET3. While in GADGET3 runs the shocked We notice here that the modelling of a re-heating
structures are rather volume filling (due to the smooth- UV radiation from from massive stars and AGNSs is
ing kernel in less dense regions), in both grid methods crucial for a realistic estimate of the baryon gas tem-
the shocks outside clusters are regular surfaces with raperature outside of cosmic structures (e.g. Haardt &
dius of curvature~ 3 — 10Mpc, with a very small vol- ~ Madau 1999). In order to measure realistic Mach num-
ume filling factor. ber in the rarefied universe outside clusters, groups
We notice that this difference between SPH and and filaments a re-ionization temperature background
grid methods depends on the different resolutions out-is usually accounted in simulations, either in post-
side R, however the general trend is that when the processing (Ryu et al. 2003; Skillman et al. 2008;
spatial and mass resolution of DM particles iis Vazza, Brunetti & Gheller 2009) or in run-time (Pfrom-

6.3 Mach Number Distributions
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Figure 18. Volume weighted mean Mach number as a function of gas defitsll runs of the project.

mer et al. 2006; Vazza et al. 2010). In this case the
minimum temperature in all simulations is set by the
low temperature floor (see Selct.]5.2); however the dif-

compression of the gas in the post-shock region, which
can provide sizable additional thermalization in the
regime of weak shocks (see Ryu et al. 2003; Pfrommer

ferences in the values adopted in the different codeset al. 2006).

(from 1 K in the case of ENZO, to 24 K in the case of
GADGET3) cannot account for the sizable differences
in the distribution of Mach numbers.

The differences between the methods are high-
lighted when we plot the volume weighted average

Mach number of shocksy/, as a function of gas den-
sity (Fig.[18). The results of the different codes are
consistent only forp/p.. > 10 regions (typical of
the outskirts of galaxy clusters and filaments), with

M ~ 2. At lower densities we report the following

trend: in SPHM is smoothly increasing moving to-
wards lower density regions, while in grid codes the

transition of M/ moving to lower densities is very sharp,

and causes a net increase/df by 2 orders of mag-
nitude in both grid methods. These large differences
in the rangep/p.; < 10 mirror the different thermal
structures of baryons in the outermost regions of LSS
in grid codes and in SPH (SEE.5). In these environ-
ments, the self convergence in grid codes is not yet
reached even at the best available resolutiiirkpc/ h.

6.4 Energy Distributions.

The thermal energy flux across each shock in the sim-
ulations is measured as:

fth = 5(M) : ppreM3C§/27 (10)

wherep,,. is the pre-shock gas density asd\/)
is a monotonically increasing function &f which fol-
lows from Rankine-Hugoniot jump conditions, whose
formula can be found for instance in Kang et al. (2007).
In the TJ and in the VJ methods this quantity is

computed in post-processing based on the shock direc-

tion, while in the EJ method;, it is measured in run-
time.

We remark that in all 3 methods, the numerical
recipes to compute the effective thermalization at the
post-shock are tuned to remove the effect of adiabatic

We report in Fig[ 1B the projected map ¢f;,
across the simulated volume in the best resolved runs
(top panels), and for a zoomed region ZfMpc/h
(bottom panels). We also report for comparison with
the SPH run the corresponding ENZX363 run. The
flux coming from the innermost cluster region looks
morphologically similar in all cases, with a compact
and spherical "envelope” of energetical shocks concen-
trated inside the virial volume of halos. The differences
are more sizable at the scale of filaments and in the
outer region of clusters, where we notice very sharp
shock surfaces even in projection in grid methods,
while much smoother pattern are found in GADGETS3,
with external accretion shock extending at larger dis-
tances from the center of clusters. This effect mirrors
the corresponding distribution of gas entropy at larger
scales, which we reported in the analysis of the radial
profile of the entropic function, in Sécth.3. The zoomed
images of Fig[ 19 additionally shows that complex in-
tersections of merger shocks are modelled inside the
over-dense regions in grid codes, while very smooth
distribution appears in the projected GADGET maps.
Taking as a reference the ENZO run with?, we see
that the above differences are not trivially due to reso-
lution effects, since the large scale shock patterns in the
grid code do not significantly get smoother or shift in
position even if the resolution of the simulation is made
coarser. The differential distributions @f, for all runs
is reported in Fid. 20. In this case the contribution com-
ing from the low density regions is fairly negligible and
results are found to be in an overall good agreement.
As in the case of number distributions, the EJ method
presents the largest degree of self-convergence, and the
VJ presents the slowest degree of self-convergence.
The grid codes present the clear trend of process-
ing less thermal flux ab/ >> 10 shocks when reso-
lution is increased, while in SPH slightly more energy
flux is processed at strong shocks when resolution is in-
creased (although this amount is negligible compared
to the peak of thermalization in the box). In the bottom
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GADGET3 256 ENZO 256

Figure 19. Maps of projected of the thermalized energy flux at shock wéieunits oflog[erg/s]) across the whole simulated volume (top panels) and for a
sub-region of side 25 Mpc/h centred on the most massive galaster of the sample (bottom panels).

panels of the same Figure, we also show the cumulative  In grid codes, as soon as the spatial resolution is
distribution for the same run, normalized to the total large enough to model the innermost region of col-
flux inside the cosmic volume for each run. lapsed halos, a compact “group” of cells/at < 10

At their best resolution, all codes agree in sev- js formed in the upper right corner of the phase dia-
eral important findings: a) the peak of thermalization gram, while a much broader region of strong shocks is
is found atM ~ 2, consistent with most of previous  found at lower densities at across a wide range of tem-
works in the literature (e.g. Ryu et al. 2003; Pfrom- peratures. In GADGET3, a similar “group” of points
mer et al. 2006,2007; Vazza et al. 2009,2010; Skill- corresponding to halos is formed, but it has less sharp
man et al. 2008); b) the general shape of the distribu-contours and it smoothly extends to lower densities,
tions is quite similar, with a steep power-law behaviour, where strong outer shocks from a concentration which
dlog fon/dlogM ~ M~ . The slopeisx ~ 3ingrid s much narrower compared to grid codes.
codes andv ~ 2.5 in GADGETS runs; this is steeper If the dissipated energy flux is concerned ([Eig. 22),
compared to the findings in the literature, because weagain less disagreement is found among codes. At all
are not modelling here the re-ionization background. resolutions, about the 90 per cent of total dissipated
¢) the cumulative distributions fal/ < 10 shocks are  energy in the box is found at cells Wiy po; > 102
very similar in all codes, and onky 1 per cent of the andT > 107K
total thermal flux inside the cosmic volume belongs to = '
shocks withM > 10. These findings suggest that, de-  one should expect a high degree of convergence
spite sizable differences in the shapes and statistics of, the statistics and morphologies of energy dissipating
strong external shocks in the accretion regions of largésyrctures in the three codes: indeed the main sources
scale structures, the bulk of the energetical propertiesof heating in these adiabatic runs are shocks, and the
of shocks within the cosmic volume is a rather well ¢ross comparisons in the previous Sections [Seéc.5.1-
converged answer from cosmological simulations. Sed.5.B) have shown that most of the thermal properties
of halos are in good agreement.

On the other hand, shocks are also the main source
o _ ~of entropy generation in these simulations, and we
To pinpoint the differences between the codes, we find showed that the halos in the different codes present
it useful to extract the phase diagram of shocked cells noticeable differences both in the inner and outer en-
for the various runs within the total cosmic volume. tropy distributions (Selc.5.8=5.4), are likely related to
Panels in Fig. 21 arld P2 show the flux-weighted mean details of shocks dynamics away from the most dissi-

Mach number,M, and thermal flux (normalized to pative structures in simulations.
the total thermal flux in the cosmic volume) for the Fig.[23 shows the illustrative case of the scatter plot

shocked cells of runé4?, 128% and2563. for the post shock entropy versii$ diagram. We re-

6.5 PhaseDiagramsfor Shocked Regions.
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Figure 20. Top panels: differential distributions of the thermalizeergy flux through shocks at all resolution and for all co@egtom panels: cumulative
distributions for the same runs.

strict to7" > 100 K regions in order to avoid any arte- entropy is released in the simulation at the same loca-
facts due to different low temperature floors adopted in tion of the most dissipative structures in the universe,
the various codes (see SEcil5.2. whereas in both grid codes a sizable amount of entropy
A concentration of high entropy and weak shocks is also released at outer accretion shocks, which are not
(in red color, in the Figure) is common to all simulated responsible for sizable energy dissipation.
data, and marks the shock energy dissipation in inner-  This suggests the important point that, although
most region of galaxy clusters. thermalized energy is processed in the various codes in
However, in grid codes a concentration of points a rather consistent way, the gas entropy in grid codes
is also present fohl > 102, as diagonal stripe in the and in SPH is increased in shock structures with rather
plane (7,S). The points in this region (in blue color) different morphologies and thermodynamical proper

, ties. Considering that the production of entropy at outer
traceexternalshocks, for which the post shock entropy ¢hocks is also responsible for the innermost entropy

is tightly correlated withV/ (Eqn.[3) for strongMl > profile in clusters (S€c.5.4), we suggest that this find-

10 shocks, leading to &5 o M?2. ings is also relevant to understand the detailed prop-
This "phase” of shocked gas is almost completely erties of advection of matter (and possibly CR) inside
missing in SPH runs. galaxy clusters, over cosmic time.

We verified that in the grid codes, the strong shocks ~ One possibility is that Lhe l?b_senggé%fgng den-
following the S, o< M? correlation are systematically tropy generation at outer shocks in IS due

: - to pre-shock entropy generation by to artificial viscos-
located at the outskirts of galaxy clusters and filaments, ity (e.g. O'Shea et al. 2005), which would also be con-

while the concentration &t/ < 10 shocks comes from  sjstent with the trend reported in the temperature dis-
cells within collapsed halos. In this second case, ener-rihutions of Se€.5]2. An additional effect here is likely
getic and weak shocks are unable to change the postthe smearing of shocks at low densities in SPH, which
shock entropy in a relevant way, and no strong relation makes difficult to the shock solver in GADGET3 to up-
is found betweert and M. Therefore, in GADGET  date the particles entropy in a fully consistent way, if
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Figure 21. Phase diagrams for shocked cells in the simulations, calding shows the flux-weighted average Mach number. Additissocontours with a
coarse binning inV/ space are shown for clarity.

several smeared shocks merge together in the accretiolines). Despite the different dynamical state of the two

regions. systems, we measut ~ 2 for » < 0.5Ry;, in all
runs. Approaching the cluster virial radius, the grid
_ _ _ codes show a sharp increase in the mean Mach num-
6.6 Shocksin Clustersand Cosmic Rays Acceleration ber (weighted by dissipated flux), which reaches strong

Galaxy clusters are expected to be the most importantshocks,]_\Zf ~ 10 at ~ 2R;. In GADGET3 the in-
accelerators of CR in the universe (e.g. Miniati et al. crease in the mean shocks strength is smooth, and

2001; Ryu et al. 2003; Pfrommer et al. 2007); it is A7 < 3 is always found inside?,;.. The above trends
therefore important to analyse in detail also the esti- gre similar but less evident, if the weighting by gas den-
mated properties of CR acceleration at shocks, in thesity is adopted. These two trends mirror the trends in
most massive galaxy clusters of our simulated volume. the outer entropy profiles (SEC.H.395.4), and can be ex-
In Fig.[24 we report the average radial profile of pjained by noting that the medium is more clumpy in

mean Mach numben/, for clusters A and B, show- GADGET3 runs, and that the shocks are always thin-
ing both the results of the weighting by gas density ner and stronger at this location in grid codes, marking
(dashed lines), and by the dissipated energy flux (solid
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Figure 22. Phase diagrams for shocked cells in the simulations, colting shows the ratio the thermal flux, normalized to thd fata within the simulations.
Additional isocontours with a coarse binning(iff (M )/ Eot)'/2 space are shown for clarity.

a very sharp the transition between large scale struc-found instance in Kang et al. (2007). This prescription
tures and the rarefied Universe. for the acceleration of CR particles is quite idealized,
and that more recent work by the same authors take
In order to explore the possible effect played by the also into account Alfvén waves drift and dissipation at
above differences in the global efficiency of clusters to the shock precursor (Kang et al. 2007), causing a lower
produce the CR energy flux at shocks, we applied to acceleration efficiency for shocks wift < 10. Also,
all simulations a recipe to estimate the CR accelera-this recipe neglects the role of the re-acceleration of
tion efficiency at shocks, with a standard application of pre-existing CR, which can as well affect in a signifi-
the Diffusive Shock Acceleration theory (e.g. Kang & cant way the efficiency of acceleration at weak shocks
Jones 2002). According to this model, the CR acceler- (e.g. Kang & Ryu 2010).
ation at each shocks is parametrized as a function of  The bottom panels in Fig_24 shows the radial
the Mach number: profiles for the mean acceleration efficiency at shocks
- . 3,3 /9. fcr/ fin, for cluster A and cluster B at the best avail-
for = n(M) - ppreDM v /2: (11) able/resolutions in all codes. In the relaxed cluster A,
wheren(M) is a monotonically increasing func- the agreement is reasonably good and all codes show
tion of M, whose numerical approximation can be a minimum efficiencyfcr/fin ~ 0.1, at the cluster
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Figure 23. Mach versus Entropy diagrams for shocked regions o2& runs.
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core, with a similar increasing profile up to a maximum We have analysed in detail the properties of the

of fcr/fin ~ 0.7 at R,;,.. Outside of this radius, the DM distribution, thermal gas matter distribution, shock

trends of grid codes and SPH largely diverge as in all waves and CR acceleration efficiencies within the sim-

cases reported before, and the acceleration efficiencyulated volume in all codes, and we highlighted all most

in GADGET3 run decreases. convergent and least convergent findings of all codes,
The comparison of the results for cluster B suf- as a function of the numerical resolution and of cosmic

fers of the timing issue reported in Jecl5.3, which are environment.

further amplified by the non linearity of Eqn.]111. This

produces a large scatter from code to codédn/ fin

inside the cluster, but approaches the same values and _
trend of cluster A for> R.i,. 7.1 Summary of dark matter and thermal gas properties

We stress that the reported differences for cluster op overall satisfactory agreement between the 3 codes
B are representative of the leveliafrinsic scatter that s found for runs with DM mass resolution better than
simulations with different numerical codes are subject ,,; 4. 10190/ /h, in line with previous compar-
to, which in turn adds a level of unavoidable uncer- json works. In particular, we report a good cross con-
tainty when estimates of CR injections from clusters yergence of the following measures:
are estimated using too small number of objects. S i )

e the mass distribution function and baryon fraction
It is worth stressing that the above estimate of for halos in the simulations are found in agreement

CR acceleration efficiency are already at the edge, if Within a= 5 — 10 per cent, across a range of masses.
not outside, of the range of permissible energy ratio ] € rate of convergence with resolution in grid codes
between CR and thermal gas from gamma rays (e.g.S much slower than in GAPGETS. These results are
Reimer 2004; Pfrommer & EnRlin 2004: Aharonian et 1N line with the works by O’Shea et al. (2005) and by
al. 2008: Ackermann et al. 2010: Aleksic et al. 2010; Heitmann et al. (2008);
Donnert et al. 2010; Pinzke etal. 2011), radio (Brunetti _® the profiles of DM matter of halos are well con-
etal. 2007; Brunetti et al. 2008) and X-ray/optical ob- Ye€rged in all codes, for all the virial volume except
servations (Churazov et al. 2008). Given the fairly sim- fOr the scales close to the gravitational softening of all
ple setups of the simulations considered in this work codesl, consistently with the literature (e.g. Frenk et al.
(e.g. no radiative processes, no re-ionization, idealized : e -
recipe for CR acceleration at shocks, no self-consistent, ® the gas density distribution are agreement within
CR feedback, coarse spatial and mass resolutions, ng? —20 per cent, for densities in the ranges p/Per <
magnetic fields), this is not surprising and it suggests 100 High density peaks are found to be located at
that a completely self-consistent treatment of CR, in equal p93|t|ons within the spatial resolution of the sim-
presence of other important non-thermal componentylations; N .
(such like magnetic fields) is needed to model obser- ® the gas temperature distributions are in agreement
vations. with a5 — 10 per cent accuracy only fof > 106K

On the other hand, these findings may also im- regions, which correspond to the typical virial temper-
ply that the numerical implementation of the complex ature of the smallest halos produced in the simulations,
non-linear physics of non-thermal phenomena in large in agreement with the findings reported by Kang et al.
scale structures can be subject to additional uncertain{1994) and O’Shea et al. (2005); , _
ties, because the basic thermo-dynamical evolution of _® the gas temperature and the gas density profiles
accreted cosmic baryons in large scale structures is noff the most massive clusters in the sample are simi-

yet unambiguously constrained even by rather simplelar within a10 — 20 cent accuracy, consistently with
cosmological simulations. Frenk et al. (1999). Time integration of a chaotic sys-

tem results in slightly different spatial realizations of
substructure, in particular during mergers. This intro-
duces an episodic source of additional uncertainty.

7 DISCUSSION On the other hand, noticeable differences are found

. . in the following measures:

In this work we presented the results of a numeri- _ o
cal study which compares cosmological simulations e the gas density and gas temperature distributions
at various resolutions, obtained with with GADGET3 for p/p., < 1 and forT < 10°K regions are in dis-
(Springel 2005), ENZO (Norman et al. 2007) and TVD agreement up td — 3 orders of magnitude among sim-
(Ryu et al. 1993). ulations, even at the best available resolutions in the

The chosen simulation setup is very simple (only project;
gravity forces and non-radiative hydrodynamics are e the entropy profiles for clusters simulated with
modelled) and it is therefore particularly suitable to grid codes show a sharp peak located-a2 — 3R,
study the convergence among widely used, comple-while the profiles in GADGET3 present a similar
mentary numerical approaches. This kind of compar- shape, but spread across a sizeably lager volume;
ison my also be helpful to explore the reasons for dif- e the inner entropy profile of clusters simulated with
ferences in the thermal and non thermal properties of ENZO is flat inside~ 0.1R,;;, while it is steep in
galaxy clusters runs. GADGETS3 (consistently with early results from Frenk



et al. 1999 and more recent ones by Mitchell et al.
2009);

e the gas clumping within the most massive ha-
los, and expecially in the outermost cluster regions, is
rather different if grid codes and GADGET3 are com-
pared;

e the time evolution of the accretion of matter
clumps is also found to be radically different when
ENZO and GADGET3 are compared: in grid codes
their initial entropy is substantially increased by shock
heating, while in SPH shock heating mechanisms are
more gentle. The accreted material is distributed at
larger cluster radii in ENZO than in GADGETS3.

7.2 Summary of shocks properties
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e in massive clusters, grid codes produce a sharp in-
crease of the shock strength outsiglg,, while a con-
tinuous transition to weaker shocks is is found in GAD-
GET3runs;

e the CR injection efficiencies outside the virial ra-
dius show different radial trends when grid runs and
GADGET3 runs are compared.

7.3 Conclusions

Overall, when cosmological numerical simulations
with GADGET3, ENZO and cosmological TVD are
compared within similar range of DM mass resolution,
we report agreement better than 10 per cent level

in many statistics concerning hot, over-dense regions
of the universe (i.e. halos, filaments). This is reassur-
ing and it is in line with a humber of previous works
dealing with similar topics (Kang et al. 1994; Frenk et

Shocks were identified in all runs according to the al. 1999; Heitmann et al. 2008). The statistical distri-
shock detecting schemes specifically conceived for butions of halos masses, halos baryon fraction, density
each simulation: and Entropy based method for GAD- distributions, thermal profiles and internal shocks are
GET3 (Pfrommer et al. 2006), a temperature basedcharacterized by a high rate of convergence with res-
method for TVD (Ryu et al. 2003) and a velocity based olution in GADGET. In the most over-dense regions,

method for ENZO (Vazza, Brunetti & Gheller 2009).

The most interesting convergent findings are:

o the peak of thermal flux in the universe isdt ~
2, and originates in shocks internal to clusters;

¢ the volume distribution and thermal energy flux
distribution are very steep, and are dominated by strong
M ~ 100—1000 shocks in the external regions of large
scale structures;

e ~ 99 percent of the total thermal energy flux in
the universe is processed by shocks with< 10;

e inside the virial radius of the most massive clus-
ters, the density weighted profile of shocks are very
flat, with M ~ 2;

e the estimated acceleration efficiency of CR (as-
suming Kang & Jones 2002) is small in the innermost
cluster regionfcr/ fin ~ 0.1, and increases towards
the virial radius, withfcr / fin ~ 0.8 (however, the ab-

ENZO and TVD converge at a rather small rate, but
produce very similar estimates at the end for most of
investigated cases, despite the radically different hy-
dro method they use to solve baryon gas dynamics.
The application of Adaptive Mesh Refinement tech-
nigques is expected to further reduce the discrepancy
between grid methods and SPH, at least in some cases
(e.g. O'Shea et al. 2005; Tasker et al. 2008; Robertson
et al. 2010). In the case of lower density regions (i.e.
outer accretion regions of clusters, voids) the temper-
ature distributions, entropy distributions, shock mor-
phologies and Mach number distributions converge to
rather different estimates when SPH and grid codes are
compared. The role played by the effective viscosity
and diffusivity of each method away from shocks may
be partially responsible for the above differences.

One interesting finding is the substantially differ-
ent characterization of external shocks and entropy

solute numbers are likely to change as this recipe doesprofiles in the grid and SPH methods, a feature that
not account for Alfven wave drift and dissipation at the has a number of important consequences in both ther-

shock precursor).

On the other hand, the findings where we do not
find agreement at the investigated resolutions are:

e shocks in grid codes are morphologically simi-
lar at all resolutions, while shocks in GADGET3 show
substantial difference at external shocks;

e the volume-weighted mean Mach number for
p/per < 10 presents different trends in each code;

e in the vast majority of the simulated volume (out-
side halos), shocks in grid codes show rather different
properties in the phase diagramps/érsusl’ andsS ver-
susM) compared to shocks in GADGETS3. In particu-

lar, strong accretion shocks in grid codes are associ-

ated with large entropy jumps, while accretion shocks
in GADGET3 are not characterized by large values of
entropy;

mal and non thermal issues. The different dynamics
felt by accreted clumps (Séc.b.4) show that the pre-
diction of mixing and gas matter deposition rates in
cluster cosmological simulations is still an open prob-
lem. Given the rather simple setup employed in these
simulations (no radiative processes, no heating mech-
anism other than shocks, no CR feedback, small tur-
bulent motions due to lack of resolution and artificial
viscosity in SPH) shocks dynamics has to be regarded
as the leading player in setting the entropy profiles in
clusters. These results conclusively suggest that the dif-
ferences in shocks morphologies and shock dynamics
across the clusters evolution leave major imprints also
in substructures distributions and entropy distributions
in the ICM, which is a rather new evidence provided
by this work.

Tightly connected to this, is the high degree of
non-linearity which is present in all CR acceleration
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recipes. However, to date it is not clear whether these Borgani, S., & Kravtsov, A. 2009, arXiv:0906.4370

non-linearities would amplify any of the above differ-
ences at shocks and potentially lead to a different CR
pressure distribution in galaxy clusters, or whether the

average CR pressure support results from a combina-

Brunetti G., Venturi T., Dallacasa D., Cassano R.,
Dolag K., Giacintucci S., Setti G., 2007, ApJ, 670,
L5

Brunetti G., et al. , 2008, Natur, 455, 944

tion of an average shock acceleration efficiency at the Brunetti, G., & Lazarian, A. 2011, MNRAS, 410, 127

strongest shocks and successive CR transport.

It is unclear if the application of more physical in-
gredients which are not accounted in this work (e.qg.
magnetic fields, thermal conductions, feedback of rel-
ativistic particles) may be able to soften any of the

Bryan G. L., Norman M. L., 1998, ApJ, 495, 80
Bryan G. L., Norman M. L., 1997, ASPC, 123, 363
Bullock, J. S., Kolatt, T. S., Sigad, Y., Somerville,
R. S., Kravtsov, A. V,, Klypin, A. A., Primack, J. R.,
& Dekel, A. 2001, MNRAS, 321, 559

Burns, J. O., Skillman, S. W., & O’Shea, B. W. 2010,

reported above reported differences, which are robust ApJ, 721, 1105

with respect resolution effects.
The suggestion of this work is that, together with
the design of more sophisticated physical recipes to

Churazov, E., Forman, W., Vikhlinin, A., Tremaine,
S., Gerhard, O., & Jones, C. 2008, MNRAS, 388,
1062

model the thermal and non thermal components of the Colella, P., & Glaz, H. M. 1985, Journal of Computa-

real Universe, our theoretical understanding of cos-
mic structures would also greatly benefit from other
detailed comparative studies of different numerical

tional Physics, 59, 264
Davis, M., Efstathiou, G., Frenk, C. S., & White,
S. D. M. 1985, ApJ, 292, 371

recipes, since the convergence of simulated estimates polag K., EnRlin T. A., 2000, A&A, 362, 151

of a sizable fraction of the cosmic volume is presently
yet to be reached.
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