1011.5475v1 [gr-gc] 24 Nov 2010

arXiv
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We present the first stationary, axisymmetric neutron star models with meridional circulation in
general relativity. For that purpose, we developed GRNS, a new code based on a fixed point iteration.
We find a two-dimensional set of meridional circulation modes, which differ by the number of vortices
in the stream lines of the neutron star fluid. For expected maximal meridional circulation velocities
of about 1000 km/s, the vortices cause surface deformations of about a percent. The deformations
depend on the shape of the vortices close to the surface and increase with the meridional circulation
velocity. We also computed models of rotating neutron stars with meridional circulation, where
neither the surface rotates nor does the rotation velocity exceed the circulation velocity.
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I. INTRODUCTION

The shape of a neutron star depends on the motion of
the stellar fluid. This motion can be decomposed into
two components with respect to the rotation axis, which
contains the center of mass and points in the direction
of the total angular momentum. The first component is
differential rotation around the rotation axis. This kind
of motion, which leads to a flattening of the neutron star
surface, has been investigated intensively, also in general
relativity [1, 2]. The second component is meridional cir-
culation, where the flow occurs in meridional planes, i.e.
planes containing the rotation axis. Its influence, which
may play a role for new-born neutron stars, is not yet well
understood. Earlier investigations involve severe limita-
tions, as they were either restricted to the Newtonian
framework [3] or they were of perturbative nature only
[4]. We are interested in how meridional circulations of
arbitrary strength may influence the shape of a general
relativistic neutron star. Moreover, contrary to the ear-
lier studies considering non-perturbative fluid motions,
where in each case only one of the two kinds of motions
was considered alone, we also investigate the combined
effect of differential rotation and meridional circulation.

For that purpose, we developed a new program, called
GRNS (=Generally Rotating Neutron Star), as the com-
plexity of Einstein’s field equation makes a numerical ap-
proach to our investigation unavoidable. GRNS combines
the methods applied in two programs created by two of
us more than a decade ago. The first one is RNS [1, 2] , a
general relativistic code for computing models of rapidly
rotating neutron stars. This code is based on a fixed
point iteration, and the theoretical considerations of Ko-
matsu et al. [5]. However, RNS is limited to differentially
rotating configurations and does not allow for meridional
circulation. The situation is just opposite for the sec-
ond program (E. Miiller [3]), which computes meridional
circulation in non-rotating Newtonian configurations. It
uses a Newton-Raphson iteration scheme to solve for the
stationary equilibrium configurations, and describes the

flow by means of a scalar function, the so-called stream
function. Below we will show how the stream function
method can be extended to general relativity. We do not
use the approach of Komatsu et al. [5] to describe the ef-
fects of meridional circulation on the curvature of space-
time, but rely on the more general, theoretical investiga-
tion of Gourgoulhon et al. [6], who formulated Einstein’s
field equation as a set of covariant Poisson equations. The
latter can be rewritten as Poisson equations in flat space
such that Green functions can be used to solve them.
We have incorporated these theoretical extensions into
GRNS, including the fixed point iteration of RNS, and
a modified Tolman-Oppenheimer-Volkoff solution as the
initial guess. That way, GRNS is able to handle differen-
tially rotating neutron stars with meridional circulation.

GRNS uses a simplified neutron star model. Consid-
ering the neutron star during a sufficiently short time
interval after its formation, it is an appropriate approx-
imation to assume stationarity. In addition, we limit
ourselves to axisymmetric configurations. For simplic-
ity, the stellar matter in our simulations is assumed to
be a perfect fluid described by a barotropic equation of
state, although the theoretical formulation presented in
this paper is kept general enough to deal with arbitrary
equations of state. We further assume that the neutron
star has no substructure (i.e., crust, core, etc.), and that
its chemical composition is homogeneous. Finally, we ne-
glect the influence of magnetic fields.

The paper is organized as follows. In Sec. II, we
rewrite the covariant Poisson equations of Gourgoulhon
et al. [6] to flat-space Poisson equations and extend the
Newtonian stream function method [3] to general rela-
tivity. Intermediate steps during these computations are
listed in the Appendix. Sec. III gives a closer look at the
GRNS code explaining the fixed point iteration scheme
and showing how the flat-space Poisson equations can be
solved by means of Green functions. Actual neutron star
models are presented in Sec. IV, and we conclude our
paper in Sec. V.
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II. THEORY

A. Notations and conventions

We use geometrized units for the theoretical compu-
tations, where the speed of light ¢ and the gravitational
constant G are set equal to unity. The results obtained
from neutron star simulations are presented in the more
appropriate cgs units. The general relativistic formalism
adopts Einstein’s sum convention and is kept as close
as possible to the conventions chosen in Gourgoulhon et
al. [6]. However, we make a slightly different choice for
the range of tensor indices. In our specific choice of co-
ordinates, concrete indices for 4-tensors, 3-tensors and
2-tensors are used as follows:

a7ﬁ7"' € {t7r797¢}7
(L,b,... S {T797¢}7
m,n,.. € {r6}, (1)

with the time ¢, the radius r, and the angles 6 and ¢.
Following Misner et al. [7], we choose (—, 4+, +,+) as the
signature of the metric.

B. Basic fields

We begin our theoretical considerations by defining a
set of physical fields, the so-called basic fields, which de-
termine the state of the neutron star uniquely. Due to
the assumption of stationarity and axisymmetry, these
and all other fields depend on only two coordinates, the
radius r and the polar angle 6. There are two types of
basic fields. The first set describes the curvature of space-
time, and its fields are denoted basic geometry fields. The
second set are hydrodynamic fields, called basic matter
fields, which specify the properties of the stellar fluid.
In the following, we will define the basic geometry fields
without giving an explanation of how these fields come
into being. For that purpose, we refer to Gourgoulhon et
al. [6].

The curvature of spacetime is described by the metric
gap- Using a (24 1) + 1 decomposition of spacetime,
the ten independent components of the 4-metric gop are
rewritten to new fields in Gourgoulhon et al. [6]. These
fields consist of two scalars fields, the 3-lapse N and the
2-lapse M, two vector fields, the 3-shift N* and the 2-
shift M™, and the 2-metric k,,,,, respectively:

get  Ggtb _ NcNC—N2 —Ny
Gat YGab _Na hab ’

with the 3-metric

I N A ~M,,
( hon  heo ) B (—Mn M2+M,,MP)
and
N, = hgpN?
My, = kpnM™.

Using a special choice of coordinates, which are denoted
as MTCMA (maximal time slicing - conformally minimal
azimuthal slicing) in Gourgoulhon et al. [6], these authors
write the 2-metric k,,,, such that the only non-vanishing
components are k,,. = A? and kgg = A?r?, where A shall
be called the 2-conformal factor. Adopting the definitions

[6]

v = InN, (2)

a = InA, (3)
M

— n— 4

p N sing’ )

we then call the eight functions
v, 8,M", M? N",N’ N? (5)

basic geometry fields. In contrast, for circular spacetimes
(i.e. without meridional circulation), only four geometry
fields are required.

The neutron star fluid is described by a stress-energy
tensor

Top = (5 + p)uauﬁ + Dgas; (6)

with the total energy density €, pressure p, and 4-velocity
u®. Due to the constraint

gﬂcﬁuauﬁ = _17 (7)

the 4-velocity u® possesses only three independent de-
grees of freedom. One of them is the specific angular
momentum, i.e. the ¢-component of

Uq,

lg = ——2 8)

Ut

Under our symmetry assumptions (Sect. ITE), the other
two degrees of freedom can be expressed in terms of a
stream function v, an approach known to be working fine
in Newtonian gravity (equations (2) and (3) in Eriguchi
et al. [3]). Further below (Sect. ITE), we will demon-
strate that this approach holds in general relativity, too.
There, we will also explain how the 4-velocity u® can be
obtained from the stream function v and the specific an-
gular momentum [,. However, by convention we do not
call the stream function v a basic field, but the modified
stream function [3]

Xo = v 9)

rsinf’

So, we refer to

Evan()vld) (10)

as basic matter fields. Actually, we have chosen the
twelve basic fields (5) and (10) in such a manner that
they vanish for an empty Minkowski spacetime, which is
advantageous for our numerical method.



C. Geometry equations

Each of the basic fields (5) and (10) is specified by a
field equation. In this section, we will address the basic
geometry fields, which are governed by Einstein’s field
equation

Gap = 81T y3, (11)

where G,p is the Einstein tensor. Unfortunately, this
equation is written in such a compact manner that it is
practically impossible to directly solve for the basic ge-
ometry fields (5). Therefore, we use the theoretical con-
sideration of Gourgoulhon et al. [6], who rewrite equation
(11) as a set of eight covariant Poisson equations, each of
the form

Acov® = 5, (12)

where Aoy, @, and S are a covariant Laplacian, a po-
tential, and a source, respectively. In that paper, the
covariant Poisson equations are labelled (B3-B7). Try-
ing to validate these equations, we found that the three
equations (B3), (B4a) and (B4b) contain minor errors.
In Appendix A, we show the corrected versions of these
equations.

Let us now have a closer look at the covariant Lapla-
cilan Aoy appearing in equation (12). This operator is
the scalar product of two covariant derivatives. Such
derivatives can be split into a partial derivative and
corrections arising from the curvature of spacetime, ex-
pressed in terms of the connection coefficients. In a simi-
lar manner, it is possible to express a covariant Laplacian
Acov in terms of the corresponding flat-space Laplacian
Afat and curvature corrections. That way, equation (12)
can be rewritten as

Afar® = SI7

with some new source S’. In this way, we arrive at the
following flat-space versions of equations (B3-B7) in [6]:

SAv = S, (13)

3TN = S8, (14)
Alrsing (B+v)] = Ss, (15)
2am, [eXernm] = sy, (16)
Ala+v) = S,. (17)

The flat-space Laplacians ?A, 3A, 2A™ and 3A%, are
listed in Appendix B, and the rather lengthy sources .S,,
Sa, S, Si; and S% in Appendix I, respectively. Modi-
fying the sources Sg, Sy}, and S, properly, it is possible
to rewrite equations (15-17) such that the Laplacians in
these equations act directly on the basic geometry fields
B, M™, and «, but not on expressions containing these
fields. However, the numerical stability of the fixed point
iteration is highly sensitive to such changes, and in that
case the iteration would diverge. By experimenting with

the GRNS code, we found that the choice made in equa-
tions (15-17) produces convergent results.

For rotating neutron stars, we achieved convergence
only by setting the source S}; equal to zero on the grid
lines adjacent to the rotation axis. Even when increasing
the grid resolution, only the adjacent grid lines have to
be modified, and thus setting the source equal to zero is
a valid procedure.

D. Matter equations

The basic matter fields (10) are fixed by the equation
of state and the equation of general relativistic hydrody-
namics

VT =0, (18)

where V,, is the covariant derivative. As will become ap-
parent later (Sect. IIG), for a stationary configuration,
the equations of hydrodynamics are integrable under the
assumption of a barotropic fluid, where the total energy
density ¢ is a function € (p) of the pressure p only.

Similar to Einstein’s field equation (11), equation (18)
is again too compact to be solved directly. To overcome
this problem, we introduce the projector

qg‘ = 5;‘ + uug

orthogonal to the 4-velocity u®, where 5g is the Kro-
necker symbol. Then, we project equation (18) in the
direction parallel and orthogonal to the 4-velocity:

ua VT = 0,
@QVsT = 0,
and bring these two equations in the usual form
Val(e+p)u®] = u*Vap, (19)
(e +p)u’Vsu® = —¢*PVgp, (20)

which are the energy equation and the general relativistic
FEuler equation. In the subsequent sections we will extend
the Newtonian stream function method [3] to general rel-
ativity by a further reformulation of equations (19) and
(20).

E. Stream function

The stream function v is introduced to solve the energy
equation (19). In Appendix C, we show that due to our
symmetry assumptions equation (19) can be written as
the vanishing flat-space 3-divergence

2
Omi™ + =§" + cot 059 =0 (21)
T

of the 3-vector

J* = ou, (22)



]

ot

with [

0 A%e7 (e + p) uy,
v = B+v (23)

(note that the symbol p is different than the rest mass
density p introduced later). Then, similar to the Newto-
nian stream function method [3], equation (21) is auto-
matically satisfied by the relation

u ) 1 Do
(ue ) ~ or?sinf ( —0p ) ' (24)

This relation reduces two degrees of freedom of the 4-
velocity u® to the one of the stream function ) (which has
the units [g/s]). In the Newtonian limit, where u; = —1,
these two degrees of freedom correspond to the two com-
ponents u"*. Unfortunately, in general relativity, the sit-
uation is somewhat more complicated, because the com-
ponents u™ together with the third degree of freedom u®
also appear on the right hand side of equation (24), hid-
den in the quantity u;. However, using equation (24), the
constraint (7), and the definition (8) it is straightforward
to show that the 4-velocity u® can still be computed from
the stream function ¢ and the specific angular momen-
tum lg.

F. Specific angular momentum

Taking stationarity and axisymmetry into account, a
short calculation shows that the general relativistic Euler
equation (20) can be written as

OaP + Uqu™Opmp 1

— . = iuﬁuvaagm —u" O uq- (25)

We recall that this equation is a projection orthogonal

to the 4-velocity u® and has thus only three independent

degrees of freedom. In the following, we will therefore

consider only the three spatial components of equation

(25) by setting a = a in that equation. However, we use

the temporal component o = ¢, shown in equation (C3),
to rewrite these spatial components as

Oup 1

:p = Euﬁiﬂaag@V + w0l ,. (26)

Let us start with the azimuthal component of equa-
tion (26). For that purpose, we set a = ¢ and being
aware that all azimuthal derivatives 0... vanish due to
axisymmetry, we obtain

W Oply = 0, (27)

which extends equation (12) of Eriguchi et al. [3] to gen-
eral relativity. To solve equation (27), we discern the
three cases

(A) u™ =0 everywhere,

(B) u™ # 0 somewhere,

(C) u™ #0 everywhere.

In case (A), for which equation (27) is satisfied auto-
matically, the neutron star can be differentially rotating,
but without any meridional circulation. We are not in-
terested in this case, because it has already been inves-
tigated with the RNS code [1, 2, 8]. Case (B) allows a
meridional circulation, but not everywhere in the neutron
star. In this paper, we do not investigate such solutions
nor do we analyze whether they exist at all. Instead, we
focus on case (C), where meridional circulation is present
everywhere in the star. For that case, we use equation
(24) and rewrite equation (27) as

OppOrly — Op1pOply = 0.
This equation is satisfied by
lg =L (%), (28)
where L (1) is an arbitrary function of the stream func-

tion ) [9].

G. Poisson equation for modified stream function

We proceed with the meridional components of equa-
tion (26), which can be written as

Omp
e+p

1 2 ’U,e 1)
—|—§3m In (ug)” = rwu Ly | T Omly (29)

according to Appendix D, where the quantity w is defined
in equation (D2). This expression extends equations (7)
and (8) of Eriguchi et al. [3] to general relativity. Our
limitation to a barotropic equation of state allows us to
write the left hand side of equation (29) in the form of
a gradient. To this end, we introduce the heat function
[10]

_ M
10 [ G o

For the right hand side, we use equations (24) and (28).
Then, equation (29) reads

O [H (p) + %m (ut)Q]

— cu (Al W) o (Y

which implies that the right hand side must be a gradient,
too, for obtaining a first integral of motion. This leads
to the condition

w = orsinf (M —u?L/ (¢)> , (32)

Ut

with an arbitrary function f(¢). Examining equations
(D2), (8), and eventually (24), we realize that the quan-
tity w contains second derivatives of the stream function
1. Actually, as shown in the Appendix E, it turns out



that there is a Laplacian hidden in that quantity, and
that condition (32) is equivalent to
1

COS¢3A (XO COoSs ¢) = SXO? (33)

where the modified stream function xo (9) is used, and
the source Sy, is given in Appendix I. This flat-space
Poisson equation differs from that presented in Sect. I1C
by the appearance of the angle ¢.

H. Pressure

We now return to equation (31) and insert condition
(32). Then, by integration we obtain

%m (w)” + H (p) + 1(¢)) = C, (34)

with the ancillary function

»
1w = [ s )
and the integration constant C. The heat function H (p)
appearing in equation (34) is invertible, because the total
energy density € and the pressure p are both positive
quantities, and thus also the integrand of equation (30),
such that the heat function H (p) is strictly monotonous.
Denoting the inverse heat function as H ! (p), equation
(34) the pressure can be expressed as

p=H" (H o+ ym (4) 1w - Iw)) ,

t

(35)
with the central pressure p., the central stream function
1, and the central covariant temporal component u§ of
the 4-velocity, respectively. In general, the above inver-
sion is performed numerically.

III. NUMERICS
A. Fixed point iteration

In Sect. II, we have introduced the basic fields
VaaaﬁaMTJMGJNTJNGJNd)apJeaXOul(b (36)

and their governing equations (13-17), (28), (33), (35)
and the equation of state. We solve these equations
by means of a fixed-point iteration after having speci-
fied an initial guess vy, ...,l¢ 0, Which is constructed in
the following way. We set the basic fields (36) to the
Tolman-Oppenheimer-Volkoff solution. This spherically
symmetric solution has no meridional circulation, and
therefore the basic matter field yo vanishes. Then, we
modify the Tolman-Oppenheimer-Volkoff solution such

FIG. 1: Initial guess of basic field xo. Each one of the
four panels shows the distribution of the field xo inside of
the neutron star for one choice of the pair (M., My) accord-
ing to equation (38). The top, left panel visualizes the case
(M, Mp) = (1,1). Proceeding to the right increases the
value of the parameter My, and we have to go down to raise
the value of M,.. For each panel, the maximal absolute field
value is called max. The values max and —max are repre-
sented by the brightest red and green colors, respectively.

that the field x¢ becomes non-zero. For that purpose, we
consider surface-adapted coordinates
r

To= R@) (37)
97

9:

where R () is the radial coordinate of the neutron star
surface. Then, the invariance of scalars tells us

X0 (f‘, 9) =xo (1, 0),
and we set
% (f, é) — ™ gin (M, 77) sin (Meé) . (39

with an arbitrary constant x{'** and parameters
M, Mg € {1,2,...}, as shown in Fig. 1.

To describe the iteration steps, we denote the values
of the basic fields (36) after the s-th iteration step by
Vg, ..., Ly s, and those after the previous s-th iteration step
by vs—1,...,04,s—1. The basic geometry fields are then
iterated via the equations

ve = SATIS, o, (39)

as = AT Sq 1 — v, (40)

Bs = (2A71$’g,3,1) / (rsin®) — v, (41)

M = et A sy (42)

N = 0A% TSk (43)

where S | denotes the sources of equations (13-17)

computed from the basic field values v5_1,...,l4 s—1. The



inverse Laplacians ~*A~~! appearing above are deter-
mined with Green functions according to the detailed
description given further below (Sect. IIIB). Subse-
quently we evaluate the source of equation (33) using
the newly computed values v, ..., MY of the basic geom-
etry fields and the old values ps—_1,...,l4 s—1 of the basic
matter fields, the outcome being called S, s—1. Next,
we calculate

pe = B [H (pe) + (1n (uf o)
+I(e) — ()],

—In (ut75,1)2) /2

€s = € (ps) 9
Xo = (3A*1 (Syo,s—1 COS (;5)) / cos @, (44)
l¢75 =1L (Q/Js—l) 3

where uf ;_; is the value of the quantity ui computed
from the values of the basic fields Vs—15e b s—1-

B. Green functions

In the following, we address the inverse Laplacians
AL 3ATL 2Amn71 and 3A“b71 appearing in equa-
tions (39-44). Each of these inverse Laplacians comes
from an equation having one of the forms

AD = S, (45)
A = S, (46)
IA™ P = S™ (47)
AT, @b = 59, (48)

where & and S are a potential and a source, respec-
tively. To solve for the potential of equation (45), (46),
..., we have to compute the first, second, ... of the fol-
lowing integrals, shown in the same order as above [5]:

(@) = / d%’%j )
s _/dg %* & (50)
- B,
where
i = (x,2) = (rsind,rcosh) (51)

for the 2-dimensional and
Z = (x,y,2) = (rsinf cos ¢, rsin f sin ¢, r cos )

for the 3-dimensional integrals (analogous for &) together
with the Jacobian determinants 8 (...)* /0 (...)°. The dots

appearing in equation (50) represent additional terms re-
quired for the boundary condition of the basic matter
field x¢ and are given in Appendix F. In that Appendix,
the main focus is on an expansion of the above integrals
in terms of trigonometric functions and Legendre poly-
nomials. Typically, only a few terms of the expansions
are needed, and neglecting the remaining ones leads to a
strong reduction of the computational cost necessary to
evaluate the integrals.

C. Slicing conditions

According to Gourgoulhon et al. [6], the basic geome-
try fields M™ and N¢ satisfy the following slicing condi-
tions

(N*M™), =0,
[[m
Nala - O,
where the 2-and 3-covariant derivatives ‘||” and ‘|’ are

defined in Appendix B. A lengthy, but elementary cal-
culation shows that these two slicing conditions can be
rewritten as the vanishing flat-space 2- and 3-dimensional
derivatives

1
O M +-M] = 0,
r
2
OmN™ + ZN” 4 cotN? = 0,
r
of the quantities

M™ = e?
N¢ = >IN,

€

(a+v) J\47n7

Contrary to an analytic one, a numeric evaluation of the
Green functions of Sect. IIIB always produces values
for the fields M™ and N® which somewhat violate the
slicing conditions. Therefore, we consider a 2- and 3-
dimensional Helmholtz decomposition and set the gradi-
ent parts of the two quantities M" and N equal to zero
such that the divergences of the remaining parts vanish
as demanded by the slicing conditions. Such a procedure
is valid, because when the fixed point iteration has con-
verged, the gradient parts (which have to be set to zero)
decrease with increasing numerical accuracy, i.e. with
increasing grid resolution and number of trigonometric
functions and Legendre polynomials used in the integral
expansions of the Green functions.

D. Final gauge

Even now, the basic fields are not yet determined com-
pletely. There are still remaining gauge degrees of free-
dom left, because we can add an arbitrary constant to
each of the potentials appearing in equations (45-48)
without violating these equations:

O — P 4 const. (52)



For the 3-dimensional Poisson equations, the Green func-
tion

1
)= R
4 |Z — 2|

vanishes in the limit |# — #'| — co. Thus, we choose the
potentials of these Poisson equations to vanish at infinity
by setting the constant appearing in equation (52) equal
to zero. However, for the 2-dimensional Poisson equa-
tions such a choice is not possible, as the Green function

1
°G(#,7) = 5 In|7 - 7

is not bounded for |# — #'| — oo. Therefore, we proceed
as follows:

The potential sin 6 (5 + v) of the 2-dimensional Pois-
son equation (41) obeys the Dirichlet boundary condition
according to Appendix F. Hence, we set the constant in
equation (52) equal to zero in this case, which completely
fixes the field 8. In case of the 2-dimensional Poisson
equation (40), we choose the constant in equation (52) in
such a manner that

a(r=0)=p(r=0).

For the remaining 2-dimensional Poisson equation (42),
we have to consider only the Cartesian z-component MZ,
because the z-component M7 obeys the Dirichlet bound-
ary condition, and we impose the condition

MZ(r=0)=0.

E. Circulation modes

Eventually, we have a closer look at the function f (1))
introduced in equation (32). We follow the same ap-
proach as Eriguchi et al. [3] and limit ourselves to the
power law

fW) = kg™, (53)
with some constant k£ and the exponent
n=0,1. (54)
For the case
W) =k,

we find different meridional circulation modes ), (with
m = 0,1,2,...), as in the Newtonian case [3]. The dis-
tributions of the field x¢ belonging to these modes look
similar to the ones displayed in Fig. 1 but are somewhat
deformed.

Unfortunately, when nearly having reached one of the
higher circulation modes 11, 19, ... during the fixed point
iteration, the fixed point iteration method always starts
to converge to the fundamental mode 9. In order to

obtain the higher modes, we therefore projected the lower
ones away. For that purpose, we assume that we have
already evaluated the first m,—1 modes, i.e. we know 1,
for m = 0,1,...,me — 1. Then, the fixed point iteration
leads to the me-th mode by replacing

me—1

==Y Cothm

m=1

at every iteration step, with adequately chosen coeffi-
cients C),. If an orthogonality relation

/ T ar / ! AOVEW,, (7, 0) Y thmr = S (55)
0 0

with the weight function W, (r, §) exists, the coefficients
C,, are given by

fOOO dr fOﬂ— do\/ﬁwm (Tv 9) 1/}¢m
fOOO dr fOﬂ— do\/ﬁwm (Tv 9) 1/}mwm ,

Cpm =

where h = deth,,. However, we neither know whether an
orthogonality relation exists nor do we know the weight
functions W, (r, 6). After some experimenting, we found
that the choice

W, (1,0) = € (56)

is sufficient to achieve a convergence to higher modes.
This does not necessarily mean that (56) is the correct
weight function, but it could be very close to it.

In addition to the usage of (56), we perform the follow-
ing steps in the GRNS code: The pressure distribution of
the solutions investigated in this work is always equato-
rially symmetric. However, in our treatment, equatorial
symmetry is not guaranteed exactly due to the limited
numerical accuracy. Therefore, equatorial asymmetry
may increase during the fixed point iteration, eventually
leading to an undesired meridional circulation mode. In
order to prevent this, we symmetrize the pressure dis-
tribution at every iteration step. A similar method is
performed for the basic field o, which has either even or
odd parity depending on the considered mode.

F. GRNS

We have implemented GRNS under Linux in C++, and
it possesses an OpenGL visualization interface, which al-
lows the user to supervise the fixed point iteration. The
user has full control over the iteration, which can be
stopped and restarted at any time. The user can se-
lect any of the physical fields either when the iteration is
stopped or even when it is running, and display it on the
screen. It is also possible to visualize the flow of the neu-
tron star fluid in real time and to see how the neutron
star surface changes during the iteration. These code
features are of advantage when analyzing the stability of



GRNS, and they were also very helpful in debugging the
code.

We used a numerical grid of 150 radial and 156 angular
zones to compute the models discussed in Sect. IV. For
the sums arising from the expansion of the integrals (see
Appendix F), we chose the upper limit

max

0o l
> <2 (57)
I=... l

where [, = 10 for all models of Sect. IV. This limits
the computational cost, and we are able to compute in-
dividual circulation modes within about a minute on a
current single core CPU. In Appendix G, we discuss the
convergence behavior and consistency tests of GRNS.

IV. RESULTS
A. Reference model

The results presented in the following were obtained
with the usual polytropic equation of state

p = Kp',
p
€ = p+ =,
PTT o
where K is the polytropic constant, p the rest mass den-
sity, and I' the polytropic exponent, respectively. From
this equation of state its is readily seen that

1
p ) T p
== — 58
‘ (K T (58)
We keep the maximum absolute value of the stream func-
tion 1 fixed at the value 1.« such that it does not mat-
ter which value we choose for the constant k& in equation
(53). The fundamental mode of each neutron star model

is then unambiguously specified by the following param-
eters

7, Des Pos L'y Ymax, L ()

i.e. by the exponent appearing in equation (53), the
central pressure and the central density (which fixes the
polytropic constant K) of the initial guess, the polytropic
exponent, the maximum absolute value of the stream
function, and by the distribution (28) of the specific an-
gular momentum. As a reference model, we choose a
non-rotating neutron star with parameters

n =1,
pe = 9.1-10% erg/cm?,
pe = 7.9-10"g/cm?,
r =2,

Ymax = 3-10%g/s,

L) =0,

circulating at its fundamental mode. This set of param-
eters corresponds to a neutron star with the following
properties:

=

= 15.6km, (59)
M = 151 M,
Deire = 1043km/s.

The average radius R is the average proper radius

Rc:/ dre®
C

averaged over all angles 0 (over all radial paths C). We
compute the rest mass via [11]

M= / drdfd¢VhNutp,
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where V' is the volume of the star and the average circu-
lation velocity is given by

teve = (Y0 + (00

The basic fields of the reference model are shown in
Fig. 2. The 3-lapse logarithm v is one of the two con-
tributions (the other one comes from the 3-shift N%) to
the time dilation, which is strongest at the center of the
neutron star. The 2-conformal factor logarithm « repre-
sents the stretching of space in meridional planes and is
also strongest in the center. We do not display the basic
geometry field 8 in Fig. 2, because its values are not sig-
nificantly different from those of the field . The 3-shift
N® represents the dragging of spacetime caused by the
flow of the neutron star fluid. Since the reference model
is circulating, this leads to the vortex visible in the lower
left panel of Fig. 2. The total energy density € is also
not shown in that figure, because it is correlated to the
pressure p by the trivial analytic relation (58). Note that
in the lower right panel of Fig. 2 the outermost contour
is the surface of the neutron star. As the values on the
axes of Fig. 2 do not refer to proper but to coordinate
distances, the average neutron star radius suggested by
the contour is somewhat smaller than the actually correct
value (59), which takes the curvature of spacetime into
account. The 2-shift M"™ and specific angular momen-
tum [, vanish for the reference model, because it does
not rotate. Instead of considering the modified stream
function xo = ¢/ (rsinf), we show the stream function
1 itself in the top left panel of Fig. 3, as the contours
of the stream function v are stream lines of the merid-
ional flow. Note that the stream function of the reference
model contains only a single vortex.

The distributions of the 3-lapse v, the 2-conformal fac-
tor v and the pressure p given in Fig. 2 do not show
any significant difference when compared to the Tolman-
Oppenheimer-Volkoff solution used to construct the ini-
tial guess for the fixed point iteration. The only relevant
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FIG. 2: Basic fields of reference model. The four panels
show the 3-lapse logarithm v, the 2-conformal factor loga-
rithm «, the 3-shift N® and the pressure for our reference
model. The color coding of the three scalar plots is the same
one as in Fig. 1, where the maximum absolute field value max
is displayed at the top of each panel. For the vector plot, the
quantity max denotes the maximum vector length (note that
all vectors lie within the paper plane).

changes are that the 3-shift N* and the stream function
1, which vanish for the Tolman-Oppenheimer-Volkoff so-
lution, display the distributions shown in the lower, left
panel of Fig. 2 and the upper left panel of Fig. 3, re-
spectively.
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FIG. 3: Circulation modes - Part 1. The panels show the
stream lines of the first four meridional circulation modes of
the reference model. The color coding is the same as in Fig. 1.
Note that red and green refer to clockwise and counterclock-
wise motion, respectively. The kinks visible at the neutron
star surface are a result of the finite numerical resolution and
the use of contour plots.

B. Higher circulation modes

The other three panels in Fig. 3 show higher circula-
tion modes with additional vortices. Actually, each vor-
tex in the stream function 1 is accompanied by a vortex
in the 3-shift N (not shown for the higher modes). Let
us now compare the four modes shown in Fig. 3 with
the four initial guesses of Fig. 1. With this in mind, it



does not matter that both figures show different fields,
because the difference between the stream function ¢ and
the modified stream function yg is merely a factor rsin 6.
Such a factor causes deformations of the vortices, but
their number and orientations remain unaffected. Then,
it seems as if the top left initial guess of Fig. 1 leads to
the top left mode of Fig. 3, and so on. However, there
is no such one-to-one correlation. Instead, it can, for in-
stance, occur that the four modes of Fig. 3 are produced
by the four initial guesses M, =1 and My = 1,2, 3,4.
Actually, it does not matter too much how the initial
guesses are chosen. It is only important that they are
somehow different, and to improve the fixed point iter-
ation, we have made a choice that is at least similar to
the expected outcomes.

In total, we are able to compute 16 modes for the ref-
erence model (including the fundamental mode) before
GRNS fails due to too large numerical errors, i.e. we find
a much larger set of modes than in Eriguchi et al. [3]. Fig.
4 shows some additional higher modes. The lower right
panel of that figure represents the highest mode obtained
where numerical errors do not yet have a significant im-
pact on the shape of the vortices. Looking at Figs. 3 and
4, it is obvious that the circulation modes constitute a
2-dimensional mode set.

C. Surface deformations

A closer look at the surface of the neutron star in Fig.
5 reveals that surface deformations of about half a per-
cent of the average neutron star radius are present. The
shape of these deformations depends on the vortices in
the vicinity of the surface. Vortices deeper inside of the
neutron star have only a small impact on the deforma-
tions. In Eriguchi et al. [3], the numerical resolution was
too small to resolve such properties. However, it was
determined that for the fundamental mode with only a
single vortex the meridional circulation causes the neu-
tron star to become slightly prolate.

The strength of the deformations depends also on the
velocity of the fluid in the vortices, and thus on the max-
imum absolute value 1. of the stream function. To
test the limits, we increased the value of 1. in GRNS
as far as possible. The choice ¥yax = 3 - 103 g/s for
the reference model is already close to what is possible
with GRNS, and we were only able to increase that value
to about Ymax = 103° g/s, above which numerical errors
grow dramatically. However, even at the limiting value,
the surface deformations do not exceed about one percent
of the average neutron star radius.

D. Circulation velocities

For the choice 1max = 103°g/s, the average circula-
tion velocity of the reference model is ey = 3431 km/s,
whereas for a very slowly circulating model with ¥y =
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FIG. 4: Circulation modes - Part 2

3-10%* g /s the average circulation velocity is only Ueirc =
10km/s. Actually, it is a good approximation to say that
the average circulation velocity v, scales linearly with the
maximum absolute value . of the stream function.
However, for the average radius and the mass of the neu-
tron star, we do not find any significant changes when the
circulation velocity changes, within the range considered
here.

Tab. I lists the average velocities Ugir. of the circula-
tion modes. For that purpose, we use a mode numbering
similar to Fig. 1: the first mode number in Tab. I gives
the number of vortices in z-direction, and the second one
in z-direction. The velocity v.i,c obviously increases with
the mode numbers, which is a consequence of the orthog-
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FIG. 5: Surface deformations. The figure shows the radial
coordinate R (0) of the neutron star surface depending on the
angle 6. From thick to thin, the three lines refer to the upper
left and upper right mode of Fig. 3, and the upper left mode
of Fig. 4.

TABLE I: Average circulation velocities. The table
shows the average velocities Ucirc for the eight circulation
modes of Figs. 3 and 4.

Mode (1,1) (1,2) (1,3) (1,4) (2,1) (2,2) (2,3) (3,3)
Teire [km/s] 1032 1296 1569 1778 1364 1661 2002 2444

onality relation (55). As the average circulation velocity
Ucire Tises with the maximum absolute value 1.5 of the
stream function, changing the orthogonality relation (55)
by inserting an appropriate factor D,, in the integrand,
it is possible to create new modes with the same velocity
Ucire, but a different maximum .. Because it is not
easy to determine the factor D,,, our method is more
practical.

E. Constant [ (v)

Eriguchi et al. [3] investigated both cases (54). There-
fore, we now take the reference model and set the param-
eter n = 0 such that we obtain

f) =k

For this case, we do not find a collection of circulation
modes but only a single solution, which is shown in Fig.
6. There, we see that compared to the upper left panel of
Fig. 3 the stream function is slightly deformed. In addi-
tion to that, we find that the average circulation velocity
becomes

Veire = 1366 km/s,

while the average proper radius R and the mass M of
the neutron star are the same as for the reference model.
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FIG. 6: Comnstant f (). Stream function ¢ for the case
n = 0. The color coding is the same one as in Fig. 1.

F. Rotating neutron star

In contrast to Eriguchi et al. [3], we have also com-
puted rotating neutron star models with meridional cir-
culation. For that purpose, we set the specific angular
momentum L () to a non-vanishing value. The simplest
choice would be

L (v)) = const # 0, (60)

where the neutron star rotates rapidly near the rotation
axis. Eriguchi et al. [3] exclude such models, because
the rotation velocity becomes infinite when approaching
the rotation axis in Newtonian configurations. In gen-
eral relativity, the situation is more complicated, because
spacetime itself can be dragged by the neutron star fluid.
We are not able to present stringent analytical reasons
which exclude condition (60), but simulations obeying
that condition do not seem to converge for higher nu-
merical resolutions and have to be considered as invalid
neutron star models.
Therefore, we consider the next simplest case

L () = const - 9.

For the choice

cm?

L) =3- 1010 (61)

we find the average circulation and rotation velocities

Veire = 1168km/s,
Trot = 431km/s, (62)



where the latter is the average value of
Vot = 7 8in Bv®.

When compared to the reference model, the average ra-
dius and the mass do not show significant changes, just
as most basic fields. Two exceptions are the specific an-
gular momentum /4 and the 2-shift M™, which vanish for
the reference model, whereas for the rotating model (61)
their distributions look like as displayed in Fig. 7. They
now exhibit a vortex, similar to the stream function
and the 3-shift N*. In contrast to the reference model,
the 3-shift N vector does not only lie within the merid-
ional plane as shown in the lower left panel of Fig. 2, but
it has also contributions perpendicular to that plane for
the rotating model (not displayed in this paper).

Having investigated model (61), where the circulation
and rotation velocities are of the same order of magni-
tude, the question arises what happens when the rota-
tional velocity is much smaller or much larger than the
circulation velocity. Since the reference model itself is
non-rotating, we continuously increased its rotation ve-
locity from zero to the value (62) by changing the con-
stant in relation (61). Currently, GRNS fails to compute
models where the average rotation velocity is larger than
about the value (62). Actually, one would expect that
there are at least a few models where the rotation veloc-
ity is much larger than the circulation velocity, and pos-
sible improvements in the numerical method could allow
their computation.

G. Higher modes with circulation and rotation

There are not only higher circulation modes for non-
rotating configurations, like the reference model, but also
for rotating models. In this case, the difference between
the fundamental mode and the higher modes is similar
to what has been discussed in Sect. IV B. All of the
basic fields containing a single vortex for the fundamen-
tal mode, i.e. the four fields ¢, N, ls, M™, exhibit the
same number of vortices for a certain higher mode. These
vortices are always roughly located at the same spatial
position for the four fields. Similar to the non-rotating
configurations, the modes where both circulation and ro-
tation are present turn out to be a 2-dimensional mode
collection.

Fig. 8 shows radial profiles of the specific angular mo-
mentum (per unit rest mass)

j=2y
o
(different from the specific angular momentum [, which
is defined per unit energy) for the fundamental and one
higher mode belonging to the rotating model (61). There,
we do not only recognize combined co- and counterrota-
tion, but also that in parts of the star dj/dr < 0, which
implies that the flow does not satisfy Solberg’s criterion
for local stability (see [12] for a proof in GR).
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FIG. 7: Rotating neutron star. Specific angular momen-
tum Iy and the 2-shift M™ for the rotating model (61). The
color coding of the contour plot is the same one as in Fig. 1.
For the vector plot, the quantity maz denotes the maximum
vector length.

V. CONCLUSIONS

We computed the first stationary, axisymmetric neu-
tron star models with meridional circulation in the frame-
work of general relativity. For that purpose, we have
developed GRNS, a new code that uses a fixed point it-
eration method starting from a Tolman-Oppenheimer-
Volkoff like initial configuration, similar to RNS, written
by N. Stergioulas.

We found meridional circulation modes like Eriguchi et
al. [3] in the Newtonian framework. However, by using a
fixed point iteration instead of a Newton-Raphson one,
we were able to automatize the process of computing such
modes. As a result, we identified a much larger set of
modes than these authors. Our study shows that the
circulation models form a two-dimensional set.

The circulation modes differ by a varying number of
vortices in the stream lines of the fluid. These vortices
cause deformations of the surface of the neutron star.
The deformations are influenced strongest by the vor-
tices in the vicinity of the surface, and their influence
rises with the value of the circulation velocity. We found
surface deformations of the order of one percent for ex-
pected maximal circulation velocities of about 1000 km/s.
However, the radius and mass of the neutron star do not
significantly depend on the circulation velocities.

In contrast to Eriguchi et al. [3], we also computed ro-
tating neutron star models with meridional circulation.
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FIG. 8: Specific angular momentum. The two panels
show radial profiles of the specific angular momentum j for
two different modes of the rotating model (61) at angles ¢ = 0
(thinnest curve), § = I, and § = 3 (thickest curve), respec-
tively. The upper panel belongs to the fundamental mode,
displayed in Fig. 7, and the lower one to one of the higher
modes. The specific angular momentum [y and the stream
function v of this higher mode exhibit a vortex distribution
as in the upper, left panel of Fig. 4.

For such models, the rotation velocity is highest in the
center of the vortices, and vanishes at the surface of the
neutron star. In addition to that, we were unable to
find rotating neutron star models, where the rotation ve-
locity is significantly larger than the circulation velocity.
We are not sure whether this is possibly caused by our
symmetry assumptions.

There are clear perspectives for a future application
of the outcomes of this investigation. Perturbing the
obtained modes, a dynamical evolution of the neutron
star could show the influence of meridional circulations
on gravitational waves, for which a direct experimental
detection is expected in the near future. Another appli-
cation is investigating the influence of meridional circu-
lations on neutron star oscillations. Both methods offer
a way to determine by means of observations whether
meridional circulations are present in (young) neutron
stars. At the current stage we are unable to decide how
common such circulations are in nature, because with
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our study we did not evaluate stability criteria for the
circulation modes.

In the near future, the two most important extensions
of this investigation will be changing the topology to a
toroidal one and to include magnetic fields. We have
already presented some first thoughts in that direction
in the Appendix finding that the field equation for the
specific angular momentum is strongly affected by the
presence of a magnetic field.
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Appendix A: Corrected geometry equations

In our investigation, we use equations (B3-B7) of Gour-
goulhon et al. [6], which contain minor errors in the three
equations (B3), (B4a), and (B4b). We found these er-
rors by thoroughly verifying all the mathematical equa-
tions in that paper. For equation (B3), this was done by
hand, and similar to Gourgoulhon et al. [6] we used the
computer algebra program Mathematica to validate the
rather lengthy equations (B4a) and (B4b). In the fol-
lowing, we will give the three corrected equations. Due
to their length, we will not list them completely here,
but show only where the corrections appear. Several
new mathematical quantities are introduced during the
derivation of the equations, which will not be defined
here. Instead, we refer to Gourgoulhon et al. [6], whose
notation and conventions are adopted by us, except for
the differently chosen indices (1).

Equation (B3) of Gourgoulhon et al. [6] has the form

2

L
o =4n (E+ S%) + K, K + -

where the term 2m™mfv v is missing on the left hand

side, i.e. the correct equation (B3) reads

L2
v 2me91/)rl/)9 =4n (E+ S5) + K, K® + -

In the last line of the left hand side of equation (B4a) of
Gourgoulhon et al. [6], there appears the expression

0

m T
..+ ﬁ M 0 (/,Lﬁ — 4.(1)9) —

M 49
M

Here, the presence of the 2-lapse M in the squared
bracket is an error, i.e. the correct equation (B4a) has



the form

mf [
M
The second but last line of the left hand side of equation
(B4b) of Gourgoulhon et al. [6] reads

..+ M”:e ('LL79 —40579) _MT,GG}

/] r
m ML,

m’ 2M9,99 _ oA
ST T i 1

The presence of the 2-lapse M in the squared bracket is
an error, and the third term —2A4 gg/A has to be deleted
such that the correct equation (B4b) reads

s}

= My —2MO ]

Appendix B: Flat-space Laplacians

In the following, we consider 2- and 3-dimensional
Laplacians. For that purpose, we use the inverse 2- and
3-metrices k™" and h?® [6], and the Christoffel symbols
of the second

21m m
Iy = K™ Tpno,
3 d
Iy, = h*Tape

and of the first kind

1
Faﬁ’)’ = 5 (859067 + 8’)/95& - aocgﬁ’y) .

These Christoffel symbols allow us to compute the 2- and
3-covariant derivatives [6] of a tensor T}

m... _ m... 2 1 2 m...
Tanp = 0T + quT,‘,Zl___—i-...— F?Lqu___ -,
Tyi, = 0Ty +° D Tk . =TTy — ..

Then, limiting ourselves to a scalar ® and a vector ®¢,
we construct the following Laplacians:

K", = A,
hedp,. = 3AQ,
knpq)man _ 2Amnq)n,
hbc(I)aIbc — BAab(I)b.
For flat-space, we choose
kmn = diag (1,1"2),
hqay = diag (1, r2,r? sin? 9) ,
such that a straightforward calculation gives the two well
known scalar Laplacians

1 1
2 2
or + T—Qae + ;(9”

1 2 cot 0 1
3 2 2 2
A = 07+ =905+ -0, + Oy + ,
" 2 Y r2ginZ6

ZA
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and the two less familiar vector Laplacians
1 2
—= —=0
2AM m 2 2 0
A™ = 0 CA+ r r ,
< r23 8«9 287“ )

—2 _2p, 9wl
2 ’ 2 4 l—cotgé
=09 20r+—3— 0

T

SAY = GpPA+ , (B1)

0 0 mss3

with the matrix element ms3 = %BT +2C‘;—§989. Note that
equation (B1) holds only in case of axisymmetry, where
the azimuthal derivatives 9, of the Laplacians A%, and
3A vanish.

Appendix C: Energy equation

In this appendix, we show that for our symmetry as-
sumptions it is possible to write the energy equation (19)
as the vanishing flat-space 3-divergence (21) of the 3-
vector (22). For that purpose, we expand equation (19)
as

Do [(e +p)u] + (e +p) TG u" = u®Bap, (C1)
where I'g. = g°°T'sp, are the common 4-dimensional
Christoffel symbols of the second kind. Because of [13]

I, = 0o In /=y,

with the determinant g = det gog, and our assumptions
of stationarity and axisymmetry all temporal and az-
imuthal derivatives ;... and 0Jy... vanish. Hence, equa-
tion (C1) becomes

Om [(e +p)u™] + (e +p) u™ O In /=g = u™ Opup. (C2)

To compute the determinant g, we use its relation to the
determinant k& = detk,,, (see equation (2.27) of Gour-
goulhon et al. [6]), the fact that in MTCMA coordinates
(Sect. IIB) k = A*r?, and the definitions (2) and (3):

V=g = NMVk = **T7r?sin .

For the right hand side of equation (C2), we apply the
temporal component

wOmp = — (e 4+ p) u™ O Inuy (C3)
of the general relativistic Euler equation (25), obtained
by setting o =t in that equation and using stationarity.
Hence, equation (C2) becomes

am [e2a+’Y (6 + p) utum}

2
+e2 (e + p) uy <—ur + cot 9u9> =0
r

which is equal to equation (21).



Appendix D: Meridional components

Let us consider the general relativistic Euler equation
(20) rewritten in the form of equation (26). This ap-
pendix deals with the meridional components of that
equation, which means setting a = m in equation (26)
such that

Omp 1
¢ +z; B §“a”ﬂ3mga5 + gt Oplm.

(D1)

For the second term on the right hand side, we write

0
v , ) + u" Oy,

—Uu

u" Oyl = Tw <

with

1
w = - ((%lr - (9,«19) y (DQ)
r
begin the quantity ‘w’ defined in Eriguchi et al. [3] in the
Newtonian limit. Then, using the constraint (7) a short
calculation shows that
1 n
—uo‘uﬁamgag - utu"(’?mu— = —0p Inus + utu‘z’am%.
2 Uy Ut
Hence, equation (D1) can be brought in the form (29),
which has a form similar to equations (7) and (8) of
Eriguchi et al. [3].

Appendix E: Special Laplacian

In the following, we show that there is a Laplacian
hidden behind the quantity w defined in equation (D2).
For that purpose, we extend equations (15) and (17) of
Eriguchi et al. [3] to general relativity.

The first step is to define the quantity

sin 0

1
D = 331/1 +—50 (.—8«97/)> )
T sin 6

which is equal to the left hand side of equation (15) of
Eriguchi et al. [3]. Then, equation (24) allows us to write

D =sinf [0, (ngue) + 09 (ou")] . (E1)

Next, we use u™ = ¢"%u,, and the decompositions
(2.9b) and (2.25b) of Gourgoulhon et al. [6] to obtain
after a short computation

w = () (2)
0
with
B M™ N7 N@ NT
Cm = u—tkmn |:W (Mpup =+ U¢) — Wua — m’dt s
ou

¢="p
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The only non-vanishing components of the 2-metric k"
are k" = 1/A% and k%% = 1/ (A?r?). Therefore, equation
(E2) gives

O (ngue) = Orco — Or (0lp) , (E3)
(99 (Qur) = agcr — (99 (@lr) . (E4)
By inverting equation (E2) to
lm - i (u_fcm - kmnun>
ut \ @
and using equation (24) we also find
1 0ot
lr - = r - 5 E
0 <C r2 sm9> (E5)
1 orp
o 0 <Ce+sin9> (EG)

Now we combine equations (D2) and (E3-E6) such that

equation (E1) becomes

D = sinf (9gc, — Orcp) — or sin Qw (E7)
0,

+ [(37«1/1 + cpsinb) 0, + (Te—;/] — ¢, sin 9> 89} In g,

which extends equation (15) of Eriguchi et al. [3] to gen-
eral relativity.
Next, we introduce the quantity [3]

_ Ycos¢
~ rsind
to write equation (E7) in the form

D - rsin 6 {cos¢

cos ¢

(6907‘ - 87‘09) — ow COS¢

+ [(&«x%— % + C70003(;5) O,

—|—i2 (Opx + x cot @ — re,. cos d) 89} In @} .
r

In the Newtonian limit, the expression in curly brackets
becomes the right hand side of equation (17) of Eriguchi
et al. [3], i.e. equation (33) extends equation (17) of
Eriguchi et al. [3] to general relativity under condition
(32).

Appendix F: Integral expansion

Below, we expand the four integrals appearing in Sect.
IIIB in terms of trigonometric functions and Legendre
polynomials.

1. 2-scalar

For the integral (49) we use the expansion

S , >, 1 min’ (r,7)
1n|:v—x| = lnmax(r,r)— YW
=1 ’

- (cos (10) cos (10") + sin (1) sin (16"))



of Komatsu et al. [5]. Applying the von Neumann bound-
ary condition

S(rym+60)=S(r,m—10),

a short computation shows that

(r,0) = l/ dr’r'lnmax(r,r’)/ de’'s (r',6)

™ Jo 0
o0 minl( ')

A 1 LT
Z cos ( 19/ drrmaxl =) (F1)

/ de’ cos (16") S (', 8").
0

We use this expansion for the basic geometry field «; i.e.
equation (40). In that case, the potential is ® = a 4 v
and the source S = S,.

For the basic geometry field 3, i.e. equation (41), the
integral (49) has to be evaluated. The potential is & =
rsinf (8 + v), which has to vanish on the rotation axis.
Therefore, we apply the Dirichlet boundary condition

S(rym+60)=-S(r,m—0)
and find
I, ©  min! (r,1)
) = ﬂ_; 7 sin (19)/0 dr'r — (F2)
-/(Wmmwmﬂﬁy%
0

with the source S = Sj3.

2. 3-scalar
For the integral (50) we use the expansion [5]

i i —m)! min' (r,7)
f (I 4+ m)! max!+1 (r r')

=0 m=

-P™ (cos ') P (cos ) eim(“b*‘bl),

where P/" are the associated Legendre polynomials. In
case of an axisymmetric source
5(Z) =5(r0),

it is easy to show that
1 e min' (r, )
0) = —= P, 0 dr'r? ———
) 5 ; ) (cos )/0 i — )
: / d0' P, (cos @) sin@'S (',0").
0

We apply this result to equation (39), and choose the
potential ® = v together with the source S = S,,.
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The integral (50) also appears in the equation for the
basic matter field yo (44). In that case, the source is no
longer axisymmetric but obeys

S (&) = S (r,0)cos .

Then, it is possible to show that

D (r,0,0) = ®(r,0)cos o,
D (r,0) = Do (r,0)+..., (F3)
with
I 1 L
@ﬂnm::_EE:“L+Ua(mw) (F4)

/Ood,,2 mlnl(rr)
0

max!*t1 (r,7")

/ df' P} (cos @) sin@'S (1',0').
0

The dots appearing in equation (F3) serve the same pur-
pose as in equation (50), i.e. they represent a remaining
degree of freedom for the choice of the boundary condi-
tion of the field xo. Looking at equation (19) of Eriguchi
et al. [3] we actually see that

Do (r,0) + Z air P} (cos®) , (F5)
=1

D (r,0) =

with arbitrary coefficients a;. We have to choose these
coefficients in such a manner that there is no flow across
the surface of the neutron star. For that purpose, we
consider surface-adapted coordinates (7,6) (Sect. IITA),
where the radial coordinate of the neutron star’s surface
becomes 7 = 1 (37). The condition for no flow across the
surface is

"5,

U

(the letter ‘S’ denotes that this relation holds only on
the surface). Using equation (24), it is straightforward
to show that this leads to

a0 20

¢:rmmm:ﬁR@)mﬁm
we then find
® (9)
& (9)

Though not being the only mathematical solution, we
currently limit ourselves to the case

1+

tan @ | xo + tan 89;xo 20 (F6)

X0 20 (F7)



which is the Dirichlet boundary condition and which
leads to

s
Igxo =0

because in surface-adapted coordinates the surface cor-
responds to a constant radial coordinate 7. This shows
that the Dirichlet boundary condition (F7) implies the
constraint (F6) for no flow across the surface. In terms
of the potential

equation (F7) implies
b (1,0) =
For this boundary condition, it can be shown that

i)(f,é) - éo( )

204+1
ll—|—1

./0 dé’Pl1 (cos 6‘~/) sin 0’ ®,, (1,9/) )

ZT p (cos é) i (F8)

with
&, (F, é) — ® (r,6).

Note that we use the expansions (F4) and (F8) both for
the potential ® (r,0) = x¢ (r,0) and the source S (r,6) =
Sxo (750).

3. 2-vector

Next, we consider the third integral of Sect. IIIB to
evaluate the potential @™ = e2(@t¥) M and the source
S™ = Sy;. Similar to Sect. F1, we have to specify
boundary conditions. We use the 2-dimensional Carte-
sian coordinates introduced in equation (51), in which the
potential and the source have the components (®%, ®%)
and (5%, S%), respectively. We apply the Dirichlet bound-
ary condition on the x-component ¥, and the von Neu-
mann one on the z-component ®*. These two quantities
are then governed by equations resulting from replacing

D (r,0) —
S, 0) —

o (1,0),
S*(r',0")

in equation (F2) and

D (r,0) —
S0 —

D% (r,0),
S*(r',0")

in equation (F1).
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4. 3-vector

The fourth integral of Sect. IIIB is used to compute
the potential ®* = N and the source S* = S%. In this
case, the derivation of the expansion in terms of Legen-
dre polynomials is somewhat lengthy, but still straight-
forward such that we give only the result:

1 sinf 0 00
(I)a (’]"79) = _5 Coﬁe ? Zl(l+1 COSH)
0 1

/°° gppr2 _tmin (7)) min’ (ryr")
0 max!*t1 (r,r")

/ d¢’ P} (cos ') sin 0’

0
T
sin@’S” (r',0") + 1’ cos ' SY (+',6)
rs1n6"S¢’(r 0"
1 cos oo
-3 _S(;%G lz:Pl(cosH)

Oodr’r'2 min’ (ryr")
max!*+1 (r,r")

d0 P, (cos ') sin 6’

Nc\

(cos@'S™ (r',0') — ' sin 0’ S? (1, 0")) .

Appendix G: Tests

Here, we present convergence and consistency tests
performed with GRNS. For that purpose, we introduce
the convergence indicator

Egrid |F5 - FS—1|
Egrid|F5| ,

where F is the distribution of the basic field I at the it-
eration step s, and t The sums extend over the numerical
grid. First the fraction is evaluated for all basic fields F,
and then the maximum value determines the convergence
indicator Cs. That way, this quantity is most sensitive
to the basic field which converges least. Note that the
convergence indicator becomes Cs = 0 for perfect con-
vergence. Fig. 9 shows convergence tests for three differ-
ent resolutions. We see that for the fundamental mode
GRNS converges for all three resolutions, i.e. the con-
vergence indicator Cs approaches zero during the fixed
point iteration. For higher modes, the convergence indi-
cator drops initially but then starts to fluctuate, never
getting close to the value zero. Improving the weight
function given in equation (56) might improve this be-
havior. We have also considered different numbers of
terms lyax used in the sums (57), namely 3,10, 50, which

Cs =100 max (G1)



1000

100

S

T

10

T

[y
e

0.1

Convergence indicator C

T

0.01

T

0.001

Iteration step s

FIG. 9: Convergence tests. Dependence of the conver-
gence indicator Cs defined in equation (G1) on the iteration
step s for a model similar to the reference model. The three
solid lines refer to grid resolutions of 59 x 52, 150 x 156, and
501 x 507 zones (the higher the resolution, the thinner the
corresponding line). The blue dashed lines refer to the first
higher mode.

results is a convergence behavior similar to that shown
in Fig. 9, when the three grid resolutions are replaced
with the three values of l,.x. Eventually, we have val-
idated the correct behavior of GRNS, when the spatial
extension of the numerical grid is changed.

Appendix H: Outlook on the magnetic field

If a magnetic field is included, the stress-energy tensor
(6) has the additional contribution

1
TO%VI = FoyFy" — ZgaﬂFvéva
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where Fo3 = 0,43 — 0gA, is the electromagnetic field
strength expressed in terms of the electromagnetic 4-
vector potential A,. Moreover, we do not only have to
solve Einstein’s field equation (11), but also Maxwell’s
field equation

VQFaﬂ = pquﬁv

where p, is the charge density. A lengthy, but straight-
forward computation shows that the general relativistic
Euler equation (20) becomes

(e +p) uBVmLO‘ = —qO‘BVM) - quo‘ﬁuB,
and equation (27) changes to

_ pqu™ (lpOm At + O Ag)
ug (€ +p)

um6m1¢ =

Hence, the simple solution method (28) does no longer
work if a magnetic field is present.

Appendix I: Sources

In Sect. IIC, we have written the covariant Poisson
equations (B3-B7) of Gourgoulhon et al. [6] to flat-space
Poisson equations. The sources S,, S., Sg, Sy}, and

% of these equations, and the source Sy, of the Poisson
equation (33) are listed in the following. Similar to Ap-
pendix A, several new mathematical quantities appear
below, which are defined in Gourgoulhon et al. [6].

The scalar sources are

L? 1 1
S, = A*{4m(E+ S8) + KK + — — | + (m")*| (v,,)" - 2+ (m°)7| W0)* = (M) v — (M) 109
2 A2 (rA)
r, 0 T 6, r r, 0 6.6 r, 0 ﬁ,el/,e
—2m'm Vg — (m m- . t+m'm 9) Uy — (m m’ . +m'm 9) Vo —2m'm I/)Tl/)g} —ﬁ)TVW— 3
: , ; , r
and
1 2
S, = A? {87T3 + N (" +wm") kr + (¢° +wm?) ko] + UN [, [M, q]" + Kg[M, q]°] + 3rpr™
1 2
+= (Hmnnm" + K24 Lanm")} - (Vﬂo)2 - (ﬁ)
2 T
and

2

A
Sg = — {SWMNsﬁ — 2k, [M, q]" — 2kq [M, q]e - MG +wm") Kk, — M (qe + wm&) K.f

e

1
+MN (nmnnm" + K- Lanm")} —rsind [(%)2 + = (7,9)2}



and

Syo = % (Opcr — Orcg) — porsinf (m —

Ut

The two components of the 2-vector source S}; are the r-component
4
Sy, = A*N? {4 (atv), {MT (a+v),+ MT)T} + ) (a+1v), {MT (a+v),+ MTﬂ}
4 r
—;M" (a+v)y+S5y+ 2MTSQ}
and the 6-component
4
S, = A?N? {4 (a+v), [Me (a+v), + Mem} t3 (a+v), {M‘g (a+v),+ M,
4 0 4 T 16 0
+;M (04+V),r+r—3M (a+v) g+ Sy +2M"Sq .

The three components of the 3-vector source S% are the r-component

1
Sro= A2 {—167TNJT —2K""N, —2K"N gy —2m"m’N" o — N", { [ = T m )2] ar+m'm? (20 — 1)
M?, M 1\ mrMT
r > 6 .0 T 0\2 r,.0 .0
+m W—I—m 7}—]\]70{2 W—l—?(m) Ozﬁg—l—mm (‘LLJ-“F4O&7T+;)— 7‘2M

[eN]

0 Mr 1
+_(MT,T+2M9,9)}_2N?T |:A2 +( ) /Lﬁ_mr 70:| _Ne,G {_2 |:_+(mr)2] Ay

M A?

r rMe-G m@ T 2M" f
+2m™m? (g — ap) —2m 5t Ir (r*M°?, —M 9)} - N¥, {W (o —p) +2— [
(Am")”

r

+

1
=+
T

~—

_ 0\2 0 N7 i \2 _l _ i_ ™\ 2 % o0
(Tm)}M,r} N {2|:A2+2(m ]O‘,T(M,T 7“) [AQ (m)] M +m'm” (=0

a M, A, r Apr| o m" oy
+ 4o, — 27’9 — 20 09 + 7’9 _9o 9) +2(m")? {M_ - (QJ)Q _ 4 } +— [2M (g —

1 1 4
- ;) - Me,r (:LL,G + 20119) + 2M9,9 (:uﬂ“ — Q= ;> - 2MT,7‘T - Me,r9:| + mﬁ [MT,T (:uﬁ - 40579)
1 2 2
- M7 ] e { (MT ) + MT)TM% +7? (M97T) } } — N? {ﬁa,gu,r +m"m? [40479;1,9 -2 (049)2

M A r r R O | M

M A A,
— (wo)* + = 2 ﬂ+2< >(ﬂ—%—am+mm— 79)+—[2MT (10 = 0)

0

1 m
— 2MT79 <3O‘,T + ;) + M‘g’e (,uﬁ — 40479) — M‘g’ee — 2MT1T9:| + ﬁ [MTﬁ (,Ltﬁg — 40[19) — Mryge]

1

2
- (m9)2 N" o + (m9)2 weolN" g+ - (mT)2 Ne)e — (m’“)2 ﬁ)rgNe}

2 1 2
BN, + [;ﬁ,r + <6,T>2] N = BN o+ (;B,e + 20008, + B0+ 26,43,@) N,

the #-component

sS4 = A2 {—167TNJ9 —2K"" N, —2K"N g —2m"m°N’ , — N". { 2

+2m™m’ (M% -M",) - iz [i —(m")* + (rme)ﬁ MT 4+ [% + (m")?
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1
u?L’ (w)) + [(&xo + X0 + C_@) Or + — (Jox0 + cot Oxo — rcr)} Op In 0.
r r r

1
M2 (MT9M90+2MT MT +T2M9 M9 )} ( r)2 {NTJT_‘_ <;+U-,T> NT,T‘_ [_"'(.Um)ﬂ Nr}

g+ 2m"™m? (fr —ay)
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