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ABSTRACT

Context. The primordial nature of the Spite plateau is at odds withWMAP satellite measurements, implying a primordial Li
production at least three times higher than observed. lalssbeen suggested that A(Li) might exhibit a positive elation with
metallicity below [F¢H]~-2.5. Previous samples studied comprised few stars belgid]E-3.

Aims. We present VLT-UVES Li abundances of 28 Halo dwarf stars betw[F¢H]=-2.5 and-3.5, ten of which have [Fel]< -3.
Methods. We determined stellar parameters and abundances usingliféerent Tz scales. The direct infrared flux method was
applied to infrared photometry.dHwings were fitted with two synthetic grids computed by means LTE atmosphere models,
assuming two dferent self-broadening theories. A grid ofrHprofiles was finally computed by means of 3D hydrodynamical at
mosphere models. The Ldoublet at 670.8 nm has been used to measure A(Li) by meanB bfy/8rodynamical NLTE spectral
syntheses. An analytical fit of A(Ldynite @s a function of equivalent widtiet, log g, and [FgH] has been derived and is made
available.

Results. We confirm previous claims that A(Li) does not exhibit a ptatdelow [FgH]=-3. We detect a strong positive correlation
with [Fe/H] that isinsensitiveto the choice off ¢ estimator. From a linear fit, we infer a steep slope of abdd® @dex in A(Li) per
dex in [FgH], which has a significance of 2-3. The slopes derived using the folig; estimators are consistent to withiar1A
significant slope is also detected in the A(LT)¢ plane, driven mainly by the coolest stars in the samplg<6250), which appear
to be Li-poor. However, when we remove these stars the slefgetkd in the A(Li) — [FAH] plane is not altered significantly. When
the full sample is considered, the scatter in A(Li) incredsga factor of 2 towards lower metallicities, while the pkt appears very
thin above [FgH]=-2.8. At this metallicity, the plateau lies @\(Li) spnite) = 2.199+ 0.086.

Conclusions. The meltdown of the Spite plateau below [Ag~ —3 is established, but its cause is unclear. If the primoré{ai)
were that derived from standard BBN, it appeatficlilt to envision a single depletion phenomenon producirtdra metallicity in-
dependent plateau above [Ag=—2.8, and a highly scattered, metallicity dependent distigim below. That no star below [f¢]=-3
lies above the plateau suggests that they formed at plaggaldnd experienced subsequent depletion.

Key words. nuclear reactions, nucleosynthesis, abundances — Galakoy:- Galaxy: abundances — cosmology: observations - stars
Population Il

1. Introduction

* Based on observations made with the ESO Very Large Telesco§e. . .
at Paranal Observatory, Chile (Programmes 076.A-0463 anicDe oPite & Spite  (1982a,b) first noted that metal-poor
0299). Table 3 is fully available in electronic form at the €D (—2.4<[Fe/H]<-1.4), warm (5700 K< Ter< 6250 K), dwarf
via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.6)via Stars exhibit a remarkably constant Li abundance, irrdaec
http://cdsweb.u-strasbg. fr/cgi-bin/qcat?1/A+A/ of metallicity and éective temperature, and interpreted this
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plateauin Li abundance (hereafter ti8pite plateajias being Li abundance at A(Lfp=2.6553: (Steigman, 2007), or even
representative of the abundance of Li synthesized durieg thigher, A(Li)p=2.72+0.05 when updated rates are taken into ac-
primordial hot and dense phase of the Universe (Big Bangpunt for the®He(a, y)’Li reaction (Cyburt et al., 2008). The
Wagoner et al. 1967; see locco et al. 2009 for a reviewjighest estimate of the Spite plateau does not exceed-AZ14)
Determining the lithium abundance in unevolved metal-poarmore typical value being A(L# 2.2. The discrepancy can in
stars has since developed into an active research topiaubec principle be eliminated in two ways, by either rejecting sfen-
of its potential role as a cosmological diagnostic. In tlemdard dard BBN scenario (for a review see locco et al., 2009), or by
Big Bang nucleosynthesis (SBBN) scenarfd,i is formed assuming that some degree of Li depletion has occurred. Two
immediately after the Big Bang, together witH, ?H, He, and main mechanisms could again be invoked. Li could be subject t
“He. ?H is formed first, and is subsequently required as a segepletionbeforethe currently observed stars are formed (Piau
to form any heavier element (the so-called “deuterium bettlet al., 2006), by means of the reprocessing of the primordial
neck”). The abundance of all the subsequent BBN products thgas in a first generation of massive, hot stars. This phenomen
depend on the equilibriurfH abundance, which is determineddoes not appear to be able to explain the entire WMABpite
by the?H photodissociation reactiofH(y,'H)*H. As a result, plateau gap, but, removing up to 0.3 dex of the discrepanalglco
all the abundances of BBN products ultimately depend on tkensiderably reduce the problem. The maximum possiblesdepl
primordial baryoyphoton ratiogg = ng/n, (Steigman, 2001), tion is nevertheless dependent on the initial mass funetioh
and can in principle be employed to constrain this fundaaientifetime of Pop. Il stars, as well as on théectiveness of the
cosmological parameter. mixing of their ejecta in the interstellar medium, which ate
Following the cosmic microwave background anisotropgoorly known. Alternatively, Li can be depletedthin the stars
measurements of WMAP (e.g. Dunkley et al., 2068),can be we currently observe, as a consequence of phenomena within t
inferred from the value of the baryonic densify, i. €. deter- envelope, such asftlision, gravity waves, rotational mixing, or
mining the primordial abundance of BBN products is no long@my combination of these. As stated above, the negligilaittest
the only means by which it is estimated. On the other hand, taed apparent lack of slope in the Spite plateau are obsenzdti
comparison between the two estimates remains of paramoconstraints that models of Li depletion have failed to relpice.
importance as a test of the reliability of the BBN theory, af o This could apparently be achieved by combininfijdiion with
present understanding of the subsequent chemical ewolafio some form of turbulence at the bottom of the atmospheric con-
the elements involved, and, in the case of Li, of our undatsta vective zone (Richard et al., 2005; Korn et al., 2006, 200ay P
ing of stellar atmospheres. 2008; Lind et al., 2009B). Unfortunately, th&ect of turbulence
Among the available BBN product& and’Li are the most is introduced basically as a free parameter, and its tusingpide
reliable ng indicators. BeingH never produced in stars, itsquite dificult by the subtlety of theffects expected on elements
abundance in a low-metallicity environment can be assumedather than Li (see sect. 6.4 in Bonifacio et al., 2007). Cilirave
be quite close to the cosmological value. In addition, its-sebeen made (e.g. Asplund et al., 2006) that the lighiteisotope
sitivity to g is monotonic and quite strong ¢H/*H)« 1z®, has been detected in the atmospheres of dwarf stars disglayi
Steigman, 2009). On the other haRH, can be &ectively mea- Spite platealiLi abundances. These measurements are very dif-
sured only in high-redshift, low-metallicity damped Lyman ficult and sensitive to subtle details of the analysis (Clstrel.,
(DLAs) or Lyman limit systems, for which the observatione ar2007). If the detection dfLi in EMP dwarf stars were to be con-
so challenging that only seven such high quality measuresnefirmed, it would severely undermine any claim of a substantia
exist to date, which were all obtained after 10m-class ¢eless atmospheric depletion dti during the star’s lifetime, since the
became available (Pettini et al., 2008). Tie value inferred °Liis even more easily destroyed thai.
from them is in good agreement with that derived from WMAP  One additional problemis constituted by repeated clairs th
(Steigman, 2009). the Spite plateau might display a tilt towards lower Li abun-
In contrast,’Li can be measured with relative ease in thdances at lower metallicities, on the order of 0.1-0.2 dex in
photospheres of warm, unevolved stars. The observatians AfLi) per dex in [F¢H] (Ryan et al., 1996, 1999; Boesgaard et
typically restricted to dwarfs, at least when one is intees al., 2005; Asplund et al., 2006), although other studieledaio
in determining the primordial Li abundance, because thg-fraconfirm this (e.g. Bonifacio & Molaro, 1997). Roughly below
ile Li nucleus is destroyed by th.i(p,a)*He reaction as soon [Fe/H]=-2.5, more and more stars appear to exhibit Li abun-
as the temperature reaches 2.6 million K. This implies tieattg dances below the plateau level, while the scatter increases
should not be considered, since their deep convective zohes  The extreme case is possibly represented by the lithium
the surface material with layers that exceed this tempezaaimd abundance upper limit of the hyper-iron-poor subgiant HE
almost all Li is rapidly destroyed. The ease with whithis de- 1327-2326 (Frebel et al., 2008, and references thereirighwh
stroyed has always constituted a challenge to existing tmade should have A(LiX0.7 (from 1D analysis). The interpretation
convection and diusion in stellar atmospheres, which predict af this result is not straightforward. Even rejecting théein
depletion of at least a factor of four relative to the priniard pretation (Venn & Lambert, 2008) that this star might be a
abundance (Michaud et al., 1984). While one could infer thahemically-peculiaevolvedobject, the unusual photospherical
some depletion might have occurred, it appeared imposk&iblecompaosition of this star has not yet found a satisfactoryama
obtain aconstantdepletion over such a wide range dfextive tion. Were the composition of HE 1327-2326 to be indeed pri-
temperatures. The simplest solution was to assume thatpte-demordial, its lack of Li would support the Piau et al. (2006ysu
tion was indeed taking place. This is in marked contrast ¢o tigestion of a pollution by material cycled through massive.Po
solar case, where the photospheric Li abundance is about thtars.
dex lower than the meteoritic value. Adopting the Piau et al. (2006) hypothesis, one could then
The original interpretation of the Spite plateau has beahchenvision a scenario in which partial pollution by this attth
lenged in many ways in the years since its discovery. Suhely tmaterial induces varying degrees of Li “depletion” in EMBrst
most compelling challenge was the independent measurement
of ng by the WMAP satellite, placing the expected primordial * A(Li) =log[N(Li) /N(H)] + 12




L. Sbordone et al.: The metal-poor end of the Spite plateau 3

Table 1.Observations log for the 11 new targets. Bonifacio, remaining targets). The observation log for fiie
new targets is in Table 1, where the final signal-to-noisme rat
(S/N) around the Li 670.8 nm doublet is also indicated. For the

Star Obs. date MJID? Exp.time V2, GN°

LT um seo. Kinys two stars observed during 076.A-0463(A), the observatiere
BS17/572-100 21 Feb2006  53787.05628641 3190 189 191 performed by using VLT-UVES with the DIC1 dichroic and the
346nm+ 580nm setting with a0 slit. These observations thus
C$22188-033  7Jul2006 5392331274319 3035 " %7 do not contain the 3809480 nm range, but for HE 1413-1954 the
CS 22882-027 6 Jul 2006 53922.31576391 4100 182 78 HERES (Barklem et al., 2005) data were available, which cov-
5392236486180 4100 182 ered that wavelength range. For the stars observed durih®07
CS22950-173 23 Apr2006  53848.33688352 3600 69 92 0299(A), we used DIC1 with the 390nm 580nm setting and
520491084  17May2006 538723141873 3600 . . 170 slit, thus providing coverage from 360nm to 750nm. All the
' spectra have spectral resolution of40 000. The data were re-
CS 29514-007 7 Jul 2006 53923.35103355 3600 41 91 duced using the standard UVES pipeline. In Fig. 1, we show the
CS20516-028 10 May 2006 5367432992778 3600 179 & Li1670.8nm line region for the 11 newly obsgrved stars.
5387437328577 3600 179 The data were reduced and analyzed with the same proce-

dures used in Bonifacio et al. (2007), to which the intemste

CS30302-145  23Apr2006  S3BAB IS 200 2”7 reader is referred for details of the analysis and the astasti
uncertainties. An extract of the table listing the employed

CS30344-070 17 May 2006 = 53872.35925533 2160 141 82 and Fau lines, in addition to associated atomic data, equivalent

27 May 2006  53882.31201609 2160 -140 . . . : ;

widths, and abundances in the 3D scale is available in Table 3

HE 0148-2611 12Jul2006  53928.37446515 3600 227 72 The full table is available in the online version.

HE 1413-1954 21 Feb2006  53787.27197427 3600 4101 52

a Modified Julian date of observation start: M3ID-2400000.5 A

b Rounded to the nearest jnbarycentric correction applied 3. Atmosphere models and spectrosynthesis

¢ Near Lir 670.8 nm doublet, if more than one spectrum has been uged, S

is measured in the coadded spectrum. programs

3.1. 1D LTE models and spectrosynthesis

Various one-dimensional (1D) local thermodynamical efuil

he | X dt f h 't . i i %ium (LTE) atmosphere models were employed in the present
at the location and time of each stars’ formation. A lineatdit study. F. Castelli's grid of fluxes computed USIAGLAS 9

EMP stellar Li abundances would then naturally lead to an e telli & K 2003 d in the infrared flux t .
pected trend in A(Li) with [FgH], whose slope would appearetas c uruez ) was used in the infrared flux temper

ST L O ature determination (see Sect. 4.2). A secamtlAS 9 model
steeper_the more th_e sample is limited to low metalhcn_!as. grid (Kurucz, 2005: Shordone et al., 2004; Sbordone, 20@&) w
alternative explanation would be to postulate that a Li fevec,mnted with an ad hoc mixing length parameter in produc-
depletion” mechanism operates In the photospheres Qf trs MfAg the Hr-wing profiles used to determirky (see Sect. 4.1).
metal-poor stars, a mechanism that would not act uniformly j g heen shown (Fuhrmann et al., 1993: van't Veer-Merinere
every star of a given metallicity (possibly dependingTan or g \egessier, 1996) that employing in ATLAS a mixing length

rotation speed or both), but would be mor@ent at lower ,5ameter of/H, = 0.5 provides the best fit to Balmer lines
[Fe/H]. These stars would then begin with a Li abundance ¢tz files in the Sun, while the valugH, = 1.25 generally bet-

responding to the Spite plateau, but most of them would theg} eroquces more closely the solar flux, and thus, is usu-
develop Some degree (?f Li depletion. This explanat|on.vv,.ogl Ily employed in “general purpose” models. To compute these
at the same time, explain the apparent slope at low met#sei ) ofjjes we employed a modified version of R. L. Kurucz's
and the increase in the scatter. It would also explain whsn et code BALMER®, which was capable of handlingftérent line-

very low metallicity, one still finds some stars lying on th&it®8 .0 dening theories. Finall loy&SMARCS at h
plateau. A striking example of this is the EMP double-linéd b rggegn(lgistaefgrslgﬁ'etlgﬁ ﬁ)v;%.emepzoa al. 1992233;"&8
nary system CS 22876-032 (Gonzalez Hernandez et al.)20Q% '1993: Asplund et al., 1997; Gustafsson et al., 2003)thed

in which, at [F¢gH]=-3.6, the primary lies on the Spite plateau, .05 ;
: . pectrumspectral synthesis code (Alvarez & Plez, 1998)
while the secondary has a Li abundafmeerby about 0.4 dex. 1, jetermine Feand Fer abundances, gravity, microturbulence,
and Li abundances. Hydrostatic monodimensidril models
2. Observations and data reduction (see C#au & Ludwig, 2007; C#au et al., 2007) were used in

determining the 1D NLTE corrections (see Sect. 6.1).
Our sample includes 11 main-sequence tiraod dwarf stars

selected from various sources (see Table 2), along with the ) )
sample already presented in Bonifacio et al. (2007). The sta2- 3D hydrodynamical models and spectrosynthesis

HE 0148-2611 was previously analyzed (Cohen et al., 200gy6_dependent, hydrodynamical 3D stellar atmosphereatsod
Carrettaetal., 2002) but no Li measurementwas ever pedmmcomputed withCO®BOLD (Freytag et al., 2002; Wedemeyer et al.,
One star (HE 1413-1954) was derived from the Barklem 8§04 a5 part of the CIFIST model grid (Ludwig et al. 20698

al. (2005)_s_ample. It, again, had no previous Li measuremefk e employed to produce grids ofHving profiles forTe: es-
The remaining targets were drawn from the HK (Beers et al. ,

1985, 1992; Beers , 1999) and Hamh&§O (Christlieb etal., 2 grid  available at http://wwwuser.oat.ts.astro.it/
2008) surveys, and were never studied previously basedbin hicaste11i/

resolution spectra. They were observed by VLT-UVES (Dekker The original version is available online atttp://kurucz.
et al., 2000) during programmes 076.A-0463(A) (P.l. Lopekarvard.edu/

HE 1413-1954 and BS 17572—-0100) and 077.D-0299(A) (P.I* seehttp://cifist.obspm. fr/
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Table 2. Coordinates and optical and infrared photometry for thgm stars.

Star @ ) v J H K E(B-VY)

BS 16023-046  14h 00m 54s.6+22 46 48" 14.17 13.24 13.02 12.96 0.01801
BS 17570-063 00h 20m 36s.1+23 47°'38” 1451 13.47 13.17 13.07 0.03949
BS 17572-100 09h 28m 55s.3-05° 21' 36" 12.17 11.28 11.02 10.95 0.03727
CS 22177-009  04h 07m 40s.5-25 02' 40" 14.27 13.25 12.96 13.03 0.04407
CS22188-033 00h51m 25s.9-3% 12'18” 13.20 12.16 11.91 11.90 0.01315
CS 22882-027  00h 38m 09s.7-31° 47'54”  15.11 - - - -
CS22888-031 23h11m 32s.4-35 26'43" 14.90 13.91 13.75 13.65 0.01417
CS 22948-093 21h50m 31s.5-41°07'49” 15.18 14.29 13.98 14.00 0.01576
CS 22950-173  20h 35m 31s.2-15° 53' 30" 14.04 12.98 12.70 12.66 0.04551
CS 22953-037  01h 25m 06s.8-5% 15'58” 13.64 12.68 12.44 12.46 0.02796
CS 22965-054  22h 06m 30s.0-02 32'39” 15.10 13.86 13.58 13.45 0.13321
CS 22966-011  23h 35m 06s.6-30° 22'53” 1455 13.54 13.23 13.27 0.01391
CS29491-084 22h28m 49s.5-28 57'03" 13.48 1252 1225 12.20 0.01367
CS29499-060 23h53m 40s.2-26° 58’ 44" 13.03 12.10 11.85 11.86 0.02027
CS 29506-007  21h 20m 28s.6-20° 46’ 24" 14.18 13.17 12.93 12.87 0.04547
CS 29506-090 21h 30m 28s.9-22 10'41” 14.33 13.34 13.10 13.07 0.04547
CS 29514-007 01h 06m 40s.6-24° 58’ 41" 13.97 12.96 12.67 12.66 0.02375
CS29516-028  22h 25m 40s.3+05° 37°40” 15.02 13.63 13.29 13.15 0.12816
CS29518-020 01h12m 12s.9-31°00'06” 14.00 13.06 12.76 12.74 0.02241
CS29518-043 01h 18m 38s.2-30° 41' 02" 1457 13.64 13.35 13.37 0.02030
CS 29527-015  00h 29m 10s.5-1% 10°07” 14.25 13.29 13.08 13.05 0.02213
CS 30301-024  15h 08m 29s.7-00° 36’ 02" 12.95 11.93 11.67 11.67 0.06527
CS30302-145 10h 40m 52s.2-48 39’ 19" 14.46 13.48 13.23 13.26 0.05343
CS 30339-069 00h 30m 15s.9-35° 56' 51" 14.75 13.77 13.52 13.45 0.00904
CS 30344-070 22h 47m 23s.2-35 32'44” 14.43 1353 13.26 13.27 0.01305
CS31061-032 02h 38m 43s.1+03 19'03” 13.90 12.87 12.62 1261 0.03727
HE 0148-2611 01h50m 59s.5-25° 57 02" 14.45 1355 13.30 13.30 0.01362
HE 1413-1954 14h 16m 04s.7-20° 08'54” 1523 14.19 13.97 13.89 0.08681
LP 815-43 20h 38m 13s.3 —20° 26’ 11" 10.91 9.96 9.71  9.65 0.04514

timation (see Sect. 4.1, and Ludwig et al., 2009A; Behara et a— temperatures derived fromaHwing fitting, using 3D model
2009). atmospheres and spectrosynthesis, Barklem et al. (2000a,b
self broadening and Stehlé & Hutcheon (1999) Stark broad-

. ening (3D temperatures, for alldHlerived temperatures see
4. Effective temperature Sect. 4.1);

Effective temperatureTty) is the most crucial stellar atmo- — temperature derived with the infrared flux method (see Sect.

sphere parameter influencing Li abundance determination, L 4-2 @ well as Gonzalez Hernandez & Bonifacio, 2009,
abundances derived from theil870.75nm line being sensitve ~ 'RFM temperatures).

to Tex at the level of about 0.03 dex for each 50 K variation in

Ter. Unfortunately, a precise determination of stell#fieetive
temperatures is generallyficult to achieve. For f& dwarf and
subgiant stars such as those studied hEgejs routinely esti-
mated either from photometric calibrations (e.g., Alonsale
2000, 2001) or by fitting the wings ofd-with a grid of synthetic
profiles of varyingT .

Both methods are plagued by specific accuracy issu
Photometric calibrations, or the infrared flux method (IRFM
are mainly sensitive to the accuracy of the photometry alsbg|
to the details of the calibration process, and to uncerésrin
the interstellar reddening estimates. On the other handfitH
ting is mainly sensitive to both the uncertainty in the coatim
normalization across the broad line wings, and the choitkef
broadening theory applied in the line synthesis (see Selt. 4

In this paper, we considered four temperature estimators:

4.1. Fitting of the Ha wings

Temperature scales based on-tting fitting are dfected by
both observational and theoretical issues. Most highluéisa
spectrographs use echelle gratings operating in high srder
which exhibit a steep blaze function. The continuum plaggme
#thus sensitive to the accuracy with which the shape oftae g
ing blaze function can be estimated. Such uncertaintieisrate
evant when studying narrow lines observed at high resalutio
but are important when a broad feature such asisdconsid-
ered. More generally, the precision of continuum placeraadt

of the determination of the d&dwing shape areffected by noise
as well as by the possible presence of weak unrecognized fea-
tures (less of a problem for metal-poor stars). Among thibee,
blaze function shape likely introduces the largest unasta

— temperatures derived fromaHwing fitting, using 1D at- On the theoretical side, the uncertainties are due both to
mosphere models and spectrosynthesis, self broadening the-atmosphere model structure and to the physics employed i
ing treated according to Barklem et al. (2000a,b) and Staitke Hr synthesis. l4-wing self broadening can be treated with
broadening according to Stehlé & Hutcheon (1999) (we witlifferent theories, most notably those of Ali & Griem (1966),
henceforth refer to these temperatures as “BA temperdturedBarklem et al. (2000a,b), and Allard et al. (2008). As a gen-
or the “BA temperature scale”); eral rule, Ali & Griem (1966) theory leads to a significantly

— same as BA, but using the Ali & Griem (1966) selfdower broadening coicient with respect to the ones derived
broadening theory (ALI temperatures); from Barklem et al. (2000a,b) and Allard et al. (2008). A sig-
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Table 3. An extract from the line-by-line Feand Far abundance table. The full table is available online.

Star lon 2 loggf EW € € € €
(nm) pm BA ALl IRFM 3D
BS 16023-046 Fe 340.1519 -2.059 14.60 4.85 5.01 5.04 4.89
Fer 340.7460 -0.020 28.60 4.38 4.51 454 441
Fer 342.7119 -0.098 29.40 450 4.47 461 4.63
Fer 344.0989 -0.958 76.50 4.77 492 495 4.76

1.00 =

1osf  CS22882:027 6714 K, A(Li)<1.82 H
1.00 A . [
0.95 0.95
090 [
1osf | HE0148-2611 6505 K, A(Li)=2.06 r
1.00 Y 0.90
0.95 1%} [
0.90[ S [

N 2 [
105 CS 30302-145 6497 K, A(Li)=2.14 £ o085
1.00 P - 5 [
0.95 o}
090 o
105  BS17572-100 6425 K, A(Li)=2.17 0.80 5/
1.00
095 A
090 0.75F /"
1o GS22950-173 6415 K, A(Li)=2.23 L] Barklem
1.00 fy . I
095 .
090 ?'70
1050 CS 30344-70 6407 K, A(Li)=2.12 -00 F
1.00 % [
0.95 [
0.90 [ 0.95
1osf  CS20491-084 6381 K, A(Li)=2.13 b
1.00 L
0.95 . 090
0.90 [ g) [
105f  HE 14131954 6370 Ky A(Li)=2.07 o L/ ./
1.00 £ 085, /-
095 % L/,
090 &J /.
105k CS29514-007 6361 K, A(Li)=2.24 0.80 [
1.00 g
095F
090
105 CS22188-033 6242 K, A(Li)=1.66 0.75¢
100E p Ali-Griem
095 F 1
0.90 0.70 ¢ I I I I I I -
105 CS 29516-028 60Q4 K, A(Li)=2.04
100 k o 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0.95 . .
090 F 1 Dist. from line center (nm)

670.5 670.6 670.7 670.8 670.9 671.0 671.1 671.2 ) . . . . .
Wavelength (nm) Fig. 2. Ha red wing profiles in the wavelength range significant for the

fit. In each panel, red profiles (upper ones) areTg=5400 K, black
profiles (middle ones) are fdrs=6000 K, and blue profiles (lower) for
Te=6600 K. For each temperature, dashed profiles are for #8154
solid profiles for log 4.0, and dotted profiles are for log-4.5. All
profiles assume [Fl]=—3. Upper panel shows profiles for BA temper-
atures, lower panel for ALI temperatures.

Fig. 1. High-resolution spectra of the L570.79 nm doublet region for
the 11 newly observed stars of the sample. For stars for whigtiple
spectra were available, the coadded spectrum is shownh&purpose
of visualization, all the spectra have been shifted to zadiat velocity
and normalizedT; increases from bottom to top, 3D scdlg: and
A(Li) spnite (See Sects. 4 and 6) are listed for each star. The star CS ) )
22882-027 shows no detectable Li line, and tas@per limitto A(Li)  al- (2000a,b) theory. We thus restricted ourselves to utieg
is listed here. self-broadening theory of Barklem et al. (2000a,b) (in BAlan

3D temperatures) and the Ali & Griem (1966) self-broadening

theory (ALl temperatures).
nificantly higherTqg is required to reproduce a given observed The Ha-fitting temperatures exhibit a significant gravity
profile when employing the Ali & Griem (1966) theory with re-sensitivity. Barklem et al. (2002) already reported estema
spect to the other theories. With the typical parametersief tof this sensitivity for relatively metal-poor models (dovio
stars in our sample, and using our fitting procedure, emptpyi[Fe/H]=-2). The dfect is always in the sense of higher grav-
Ali & Griem (1966) self broadening leads to derivég; esti- ity leading to broader profiles, and appears generally ggpat
mates that are higher by about 150-200 K (d@edtence of about lower metallicities, at lower temperatures, and for the BA-p
0.1 dex in Li abundance) with respect to those derived by udes compared to the ALI profiles. In Fig. 2, we plot exam-
ing the Barklem et al. (2000a,b) theory. The theory by Allargdles of profiles for the ALI and BA cases. Profiles are plotted
et al. (2008), on the other hand, leadsltg within a few tens for Tes=5400, 6000, and 6600 K (higher temperatures generate
of K of the Tt estimates obtained when using the Barklem dtroader profiles). A metallicity of [Fel]=—3 is used. For each
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temperature, we plot the profile for log-8.5, 4, and 4.5. As can 400 i ' ' ' ' ]

Barklem

be noted, the part of the wing closest to the core appears to be I
more strongly ected than other parts. It is clearly seen thatthe 200
gravity sensitivity of the BA profiles is roughly twice asdgras I
in the ALI case. In both the BA and ALI scales, the gravity ef-
fect becomes quickly negligible % increases above 6500 K.
In the most deviant cases ([F§< —3, Teg<6000 K, BA pro- [
files), a diference of 0.5 dex in log g leads to roughly a 200 K -200
difference inleg. I

AT, (K)
(=)

Thus, the shape of thedHprofile varies in diferent ways 400[,
when varying gravity and temperature. As a consequence, the 400 ' ' ' '
use of an incorrect value of gravity will alwayfect the temper- L AliGriem

ature estimate, but treézeof the dfect will depend on the details -
of how the actual fitting is performed. To provide some insigh 200
into what the &ect is when employing our specific fitting pro- i
cedure, we fed the fitting program with log4, and [F¢H]=—

and —2.5 theoretical K profiles, and derived the temperature% 0 I
by assuming that log=8.5, 4.0, and 4.5. When fitting profiles lz]” I
of log g=4.0 by means of profiles of log=¢.5, which are nar-
rower at each temperature, we obtaihighertemperature esti- -
mate than we would if we were to use the proper gravity. The -200
opposite &ect occurs when using the broader log4gs pro- I
files. In Fig. 3, we plot these temperaturéféiences versus the
true Ter Of the profiles. Diferences are computed in the sense 400,
ATegr=Ter(log g=3.5 or 4.5)-Ter(log g=4.0). Red lines with 400
filled circles correspond to fits with log=8.5 profiles, blue ones
with open diamonds to fits with log=gt.5 profiles. The solid :
lines correspond to [Fel]=-3.0 profiles (both fitted and fitting), 200
while the dot-dashed line corresponds to/fe-—2.5. For the I
parameter space covered, and when adopting our fitting procg,
dure,underestimatinghe fitting-grid gravity by 0.5 dex leads to =
an overestimatef the temperature by as much as 250 K in the=’
BA case, and 200 K in the ALI case. This underestimate reaches
a maximum around 5200-5300 K, decreasing on both sides, and :
fading away on the hot side, nebg=6500 K. Byoverestimat- -200
ing the fitting-grid gravity, onainderestimates g by as much I
as 300 K in the BA case and 200 K in the ALI case. The shape
of the curve is similar, but the point of maximum sensitivity- a0 . ]
curs between 5800 and 6000 K. There is a hint that ffece

decreases mildly at [[Ad]= —2.5, although higher metallicities 6500 6000 3500 5000
have not been explored.

Since we estimate surface gravity from theden ioniza-
tion equilibrium, the derived gravity is temperature stwsj so _ _ _
that the two estimations need to be iterated to convergeéxsce.Fig. 3. Ha theoretical profiles for models with log=g, [FgH]=-3
a general rule, we stopped iterating whea variations became (solid lines) and log g4, [FgH]=-2.5 (dot-dashed lines) have been fit-

: . . .. ted with the same procedure used for the program stars, ing asog
Ipwer than_50 K, Wh'Ch. typlcally required not more than 3ater g=3.5 grid (red lines with filled circles) and a log-4.5 grid (blue lines
tions, starting from an initial guess of log-4.

: o oo . with open diamonds). Here we plot the temperatufieténce T (log
A very mild metallicity sensitivity is also present in therH g-3 54 5) T (log g=4.0) ), against the “real’féective temperature of

based temperature determination, never surpassing sosiefte the profile. The upper panel shows BA profiles, the middle pAhé

K for a 0.5 dex of variation in [F#]. The actual iteration of the profiles, and lower panel 3D profiles. The gray shaded arehcaites

temperature determination with the other atmosphere peteam the temperature ranges for the program stars in &achcale.

was performed dierently for the BA and ALI cases on one side,

and for the 3D case on the other side:

[Fe/H]=-3.0 were sticiently extended at the time of the
— In the BA and ALI case, once the gravity and metallicity analysis. We thus fitted the observed khes to these two

were determined with one temperature estimate, ih@id- grids, deriving, for each starffective temperatures corre-
file grid was interpolated to that gravity value, while thene sponding to the two assumed gravities. We determined grav-
est grid step was chosen in metallicity, without interpiolat ity and metallicity, then derived a neWws estimate by lin-

The small metallicity step of the grid (0.25 dex), as well early interpolating between thikg(log g=4.0) andTes(log

as the very mild sensitivity of b to metallicity, made this g=4.5) at the estimated gravity. The procedure was then iter-

choice stficiently precise. ated but, for most stars, the same convergence criterion ap-
— In the 3D case, the computation of both model atmospheres plied to the 1D caseAT<50 K) was found to be too strin-

and spectral synthesis is very time consuming, and only the gent, since the parameters for most stars ended up osuillati

atmosphere model grids for log=¢ and log g4.5 with between two sets correspondingTig: estimates that were
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Table 4. Atmosphere parameters for the program stars using ffexelint temperature estimators. Parameters for CS 22882x&27derived only

for the 3D temperature scale.

Star Ter logg I3 [Fe/H] Ter logg 3 [Fe/H] Tt logg 3 [Fe/H] Ter logg I3 [Fe/H]
K CGS kms? K CGS kms? K CGS kms! K CGS kms?
BA ALl IRFM 3D
BS 16023046 6324  4.30 14 —297 6527 4.60 14 —284 6560 4.60 14 282 6401 450 14 294
BS 17570-063 6078  4.50 06 -3.05 6404 4.80 07 -279 6315 470 07 -286 6237 470 06 -292
BS17572-100 6371  4.00 16 -2.75 6504 4.40 15 -2.62 6689 4.70 15 -252 6425 4.30 15 -2.72
CS22177-009 6177  4.30 1.3 -317 6415 470 1.3 -299 6479 470 13 -296 6284 450 1.2 -3.08
CS22188-033 6129  4.40 14 -3.03 6411 4.90 1.3 -2.85 6281 450 14 -298 6242 470 12 297
CS 22882-027 - - - - - - - - - - - - 6714 470 1.4 —2.40
CS22888-031 5925  4.50 0.7 -347 6304 5.10 07 -3.18 6480 5.20 1.0 -3.07 6090 4.90 04 -3.33
CS22948-093 6365 4.25 1.3 -331 6551 4.50 1.3 -315 6577 470 12 -318 6450 4.40 1.3 -3.24
CS22950-173 6335  4.20 14 -278 6506  4.50 14 -261 6353 420 14 273 6415  4.40 1.4 -2.69
CS22953-037 6325  4.25 14 -291 6515 450 14 275 6557 445 14 276 6416  4.40 14 -2.84
CS22965-054 6245  4.00 15 -290 6398 4.20 15 -2.78 6417 4.20 15 -279 6312 4.10 1.4 -2.86
CS22966-011 6049  4.40 1.1 -322 6345 4.90 1.1 -296 6302 4.80 11 -3.01 6166 4.70 1.0 -3.09
CS29491-084 6285  4.00 1.7 -3.04 6453 4.20 1.8 -2.90 6425 4.20 1.8 -294 6381 4.10 1.8 -2.97
CS29499-060 6349  4.10 15 -2.66 6493  4.40 14 -256 6560  4.50 15 -256 6428 4.30 15 -2.62
CS29506-007 6285  4.20 16 -2.88 6478  4.40 1.7 270 6515  4.40 1.7 -271 6397 430 1.7 -281
CS29506-090 6287  4.20 1.4 -2.83 6480 455 1.4 -2.67 6557 4.45 15 -2.63 6367 4.30 1.4 277
CS29514-007 6281  4.10 15 -2.80 6448  4.40 15 -2.66 6351 4.30 14 -279 6361 4.30 15 -2.76
CS29516-028 5839  4.40 12 -352 6198 5.00 1.2 -319 5994 470 12 -3.39 6004 4.90 09 -3.33
CS29518-020 6127  4.30 1.8 -2.86 6368 4.80 1.8 -2.67 6471 4.90 19 -260 6213  4.60 1.8 -2.79
CS29518-043 6376  4.25 1.3 -325 6566  4.40 14 -310 6537 425 14 -316 6489 4.30 1.4 -3.17
CS29527-015 6276  4.00 1.6 -353 6426 4.40 1.6 -3.37 6578 450 1.7 -331 6325 430 1.6 -3.49
CS30301-024 6375  4.00 1.6 -271 6494 450 1.6 -2.60 6581 4.50 16 -2.60 6400 4.30 15 -2.69
CS30302-145 6403  4.30 1.8 -3.02 6597 450 1.8 -2.88 6645 450 19 -2.88 6497 4.40 1.8 -2.94
CS30339-069 6253  4.00 1.4 -3.09 6402  4.40 14 -293 6375 4.40 13 -298 6304 4.30 1.3 -3.04
CS30344-070 6302  4.10 1.6 -3.02 6477 430 1.7 -2.85 6568  4.40 18 -2.82 6407 4.20 1.7 292
CS31061-032 6369  4.25 1.4 -262 6555 4.50 15 -248 6405 4.25 14 -258 6466  4.40 15 -2.56
HE 0148-2611 6400  4.10 15 -3.18 6565 4.30 1.6 -3.06 6606 4.20 16 -3.07 6505 4.20 1.6 -3.12
HE 1413-1954 6302  3.80 1.7 -350 6448 4.10 1.7 -3.39 6716  4.40 18 -3.22 6370 4.00 1.7 347
LP 81543 6453  3.80 1.7 -2.88 6579 4.0 1.7 -2.81 6630 4.10 1.7 277 6578  4.00 1.7 -2.80
6800 | E 6800 | ]
F Ali-Griem ] [ Barklem b
6600 E 6600 | -]
F ] E O ]
« 6400 F -] « 6400 o0 ° < O o0 -]
= s 1 = £ o° 0 ® QS od® ]
6200 E 6200 o P o -]
F ] o o> <& ]
6000 [ - 6000 | ° -]
5800 = 3 5800 F_© =
6800 [ E 6800 | ]
F ] [ Ali-Griem b
6600 E 6600 | O _o -]
: ] : . o OO0 o é) 1o OQ)CQ o O ]
- 6400F E - 6400 °P 0 ® ¢ g
[ o ] [ o o ]
6200 E 6200 | o -]
6000 F 3 6000 | 3
5800 £ 3 5800 E E
6800 [ = 6800 [ ]
£ 3D Barklem EIRFM o o o o
6600 [ = 6600 [ a il u oo odo ]
E . b o o U g ]
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6000 F 3 6000 | o 3
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6800 [ ]
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T, Barklem 6600 ¢ A A A 4 A ]
. . . . s 6400F A a AL DAL DA D 3
Fig. 4. Effective temperatures for fiierent estimators, plotted against ,_© E Y-S ]
BA temperature for the program stars. Top to bottom: ALI, NR&nd 6200 N = 3
3D temperatures. The red line represents the one-to-caiéore(hence 6000 A 3
the line of BA temperatures). 3 ]
5800 & =
-3.6 -3.4 -3.2 -3.0 -2.8 -2.6 2.4
[Fe/H]

about 60 K apart. This can probably be attributed to the u
of a more coarse grid in the 3D case.

ig. 5. Effective temperatures for fiiérent estimators, plotted against
&/H] (as derived using the temperature in the panel). Top ttobot

BA temperatures, then ALI, IRFM and 3D.
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4.2. IRFM temperature estimation

Originally introduced by Blackwell & Shallis (1977), andda
improved by Blackwell et al. (1980), who removed an unneces-
sary iteration (see Blackwell et al., 1990, and referertoesin),

the infrared flux method (IRFM) relies on the ratio of the flux a
a near-infrared (NIR) wavelength or in a NIR band, to the bolo g
metric flux. This ratio can also be derived from model atmo- 000¢ 5 ©8 o
spheres, and thdfective temperature determined by finding the g
effective temperature of the model that reproduces the obderve
ratio. Gonzéalez Hernandez & Bonifacio (2009) presentadwa
implementation of the method making use of 2MASS photom-
etry (Skrutskie et al., 2006), and also provided a calibratf
bolometric fluxes with colors\( — J), (V — H), and ¥ - Kyg), F ‘ T csomesaio | cszesrezno ]
where V is in the Johnson system and the NIR magnitudes are  oo2F E
in the 2MASS system. We applied the IRFM in exactly the way g 1
described by Gonzalez Hernandez & Bonifacio (2009) vilegi
the bolometric fluxes as the average of those estimated fiem t

three visible-NIR colors. All magnitudes and colors usethi 0.00 S , o1
IRFM must be corrected for reddening. To do so, we used the g oo ° 5 g
reddening maps of Schlegel et al. (1998), corrected asitescr 001 F ‘ o ‘ ‘ 1
in Bonifacio et al. (2000). All our program stars ardistiently 10 15 20 25
distant that they lie outside the dust layer, so that therfd+ EW

dening derived from the maps should be applied. The adopted

reddenings are provided in Table 2. The star CS 22882-027 dpgy. 6. Difference between A(Li)and A(Li) plotted againsTe; and
not appear in the 2MASS catalog, thus we could not derive i Li doublet EW. The two “outliers” are labeled.

IRFM temperature.

! . 3
E CS 2288831 0 =

E ©S 29516-28 7
0.02 & =

AL AL,

-0.01 £ e} ‘
6600 6500 6400 6300 6200 6100 6000
T

eff

0.01 £ 3

A(L)-A(L),

: . - that 3D dfects have been taken into account in determining the
5. Gravity, microturbulence and metallicity Ha-wing fitting temperature.

The FITLINE code was employed to measure the equivalent In addition, we determinedpr the 3D temperature scale

widths of the Fe and Far lines. Although up to~120 Fa only, what we refer to as “3D NLTE Li abundances”. As de-

lines were available, only four Fe lines were strong enoughscribed in Sect. 6.1, a grid of time-dependent 3D NLTE spec-

to be used. For each temperature scale, gravity was therederitrosyntheses have been produced for the40.8 nm doublet,

by enforcing Fe-Fen ionization equilibrium. For the k-based and used to independently determine Li abundances from the

scales, gravity was used with metallicity (Fabundance) to it- measured EW.

erate thel¢ estimation (see Sect. 4.1). The uncertainties in the Li abundance measurements were
For each temeperature scale, microturbulence was detergely dominated by the uncertainty in the temperaturienest

mined by ensuring that the weak and stronglifees provide the tion. For further details, the reader is referred to Bondaat al.

same abundance. The final parameters and the derived iretal007). For the purpose of our analysis, a constant unogytai

ity for each temperature estimator are presented in Talde4, of oAy = 0.09 was assumed.

tailed Fa and Far abundances are listed in Table 5. Fifa¢

values for the ALI, IRFM, and 3D temperature scale are pibtt

against the BA scale in Fig. 4, and against the respectiveeva

of [Fe/H] in Fig.5. We originally planned to determine thefects of both atmo-
sphere hydrodynamics and any departure from LTE in a con-
sistent manner, and thus computed a set of time-dependent 3D
NLTE syntheses of the Li doublet over a grid of suitable 3D
We determined Li equivalent widths in a similar fashion ténodels, to construct a set of curves of growth (COG) for the
Bonifacio et al. (2007). Synthetic line profiles were fitteml tdoublet EW. Details of the computation of the 3D NLTE lithium
the observed profile, and the equivalent width (EW) deteeatindoublet synthesis are covered in Appendix A.

from the fitted synthetic profile. The EW errors listed in Tabl The model parameters covered by the COG grid are listed
were obtained by means of Monte Carlo simulations, in whidh Table 7. Once the COG grid was computed, we decided to
Poisson noise was added to a synthetic spectrum to ensure @go derive 3D NLTE lithium abundances directly, by ideyitify

it had the same/8l as the observed spectrum. The Li abundantiee EW-to-abundance relation that most closely fitted tha-co
was determined by iteratively computing synthetic spectthe puted values, and applying it to our observed EW. This was ac-
Li doublet until the synthetic EW matched the observed EW womplished by either interpolating in tfigg, log g, [FgH], and
better than 1%. The adopted atomic data were unchanged viElV grid (and possibly extrapolating out of it), or by detemmi
respect to Bonifacio et al. (2007), and took account of hypdng a best fitting analytical function in the form A(IEJ( Teq, log

fine structure and isotopic components (a solar Li isotogiior g, [F&H], EW) and applying it to the observed parameters and
was assumed). We henceforth refer to these abundances as fttium doublet EW. We pursued both of these approaches.

Li abundances” since Li abundances were derived using 1D at- We found the functional-fit method to be the superior of the
mosphere model and spectrosynthesis codes. One shouttl atwb, both because of its higher accuracy and for greater ease
confusion with the 3D temperature scale, which indicatdg orof use. Its functional-form approach condenses the 3D NLTE

.1. 3D and NLTE corrections

6. Lithium abundance determination
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Table 5. Fer and Far mean abundances, as well as their associatien the four temperature scales.

Star Fer o Fen o Fer o Fen o Fer o Fen o Fer o Fen o
BA ALl IRFM 3D

BS 16023-046 453 0108 450 0.135 466 0.113 464 0.135 4.68115 464 0.135 456 0.108 458 0.136
BS 17570-063 445 0136 451 0.062 471 0.156 4.66 0.062 4.64151 4.62 0.061 458 0.144 461 0.062
BS 17572-100 475 0124 471 0.091 488 0158 489 0.085 498172 502 0.086 478 0.152 484 0.086
CS 22177-009 433 0101 437 0123 451 0121 454 0126 494114 455 0.127 442 0116 4.46 0.123
CS 22188-033 447 0.104 444 0030 465 0123 4.66 0.032 482097 449 0.032 453 0.110 4.57 0.027
CS 22888-031 403 0.148 4.04 0125 432 0.164 430 0.132 443173 435 0.137 4.17 0.154 421 0.126
CS 22948-093 419 0.133 420 0144 435 0132 431 0.146 4.82129 438 0.145 426 0.134 426 0.146
CS 22950-173 472 0121 476 0111 489 0.126 490 0.110 4.p7103 477 0.110 481 0.124 485 0.111
CS 22953-037 459 0.126 4.62 0124 475 0145 474 0125 4.D4136 472 0125 466 0.128 469 0.125
CS 22965-054 460 0.136 4.62 0089 472 0141 471 0.091 471140 471 0.091 464 0.138 4.67 0.083
CS 22966-011 428 0.106 430 0120 454 0.131 453 0.121 449119 448 0.121 441 0.118 4.44 0.119
CS 29491-084 446 0.130 449 0119 460 0.134 458 0.119 486133 457 0.119 453 0.132 453 0.119
CS 29499-060 484 0.114 482 0.099 494 0127 496 0.097 494113 498 0.100 488 0.120 4.89 0.100
CS 29506-007 462 0.116 4.67 0183 480 0.125 4.77 0.186 419124 477 0.186 4.69 0.118 4.72 0.186
CS 29506-090 467 0.110 471 0109 483 0.109 4.82 0.113 487122 482 0.113 473 0.114 476 0.109
CS 29514-007 470 0.130 4.66 0.084 484 0.136 4.80 0.087 417132 475 0.078 4.74 0.133 474 0.086
CS 29516-028 398 0.135 397 0.184 431 0151 424 0.183 4.01141 4.10 0.184 417 0.150 4.18 0.184
CS 29518-020 464 0.092 462 0138 483 0.115 4.83 0.139 490125 487 0.141 471 0.100 4.74 0.139
CS 29518-043 425 0.126 428 0.129 440 0.128 436 0.133 4.84124 430 0.133 433 0.125 431 0.133
CS 29527-015 3.97 0143 398 0.179 4.13 0.143 415 0.179 4.10142 419 0.179 401 0.145 4.09 0.179
CS 30301-024 479 0.118 473 0106 490 0.119 492 0.108 4.90119 492 0.108 4.81 0.125 485 0.102
CS 30302-145 448 0.160 448 0.102 462 0.160 458 0.107 4.62160 4.58 0.107 456 0.163 453 0.103
CS 30339-069 441 0.188 439 0.098 457 0179 456 0.101 482177 455 0.096 446 0.189 451 0.096
CS 30344-070 448 0.121 451 0104 465 0123 4.61 0.101 4.68125 465 0.101 458 0.122 456 0.102
CS 31061-032 488 0.137 4.88 0.062 502 0132 4.98 0.067 4.92123 489 0.062 494 0.125 493 0.068
HE 0148-2611 4.32 0.112 431 0.048 4.44 0.118 441 0.051 4.48116 4.41 0.051 4.38 0.117 4.36 0.050
HE 1413-1954 4.00 0.118 4.01 0.167 4.11 0.118 4.13 0.167 4.28118 4.27 0.168 4.03 0.120 4.09 0.168
LP 815-43 462 0.088 458 0051 469 0.089 471 0.052 4.73 910.04.71 0.052 470 0.090 4.67 0.052

Table 6.Li1670.8 nm EW and errors, and lithium abundances using thereint parameter sets. For the BA, ALI, and IRFM temperatcades,
we list 1D LTE and 1D NLTE A(Li). For the 3D temperature scale list 1D LTE and NLTE, as well as 3D NLTE A(Li).

Star EW emor  AW)  AL) AL) AL) ALY ALY AL) AL) ALY
pm pm @ (b) (@ (b) a) (b) (@ (b) (©)
BA ALI RFM 3D
BS 16023-046 1.93 0.06 2.145 2.138 2.271 2.257 2.292 2.2781932. 2.181 2.179
BS 17570-063 1.76 0.04 1.930 1.928 2.148 2.132 2.091 2.0770382. 2.025 2.029
BS17572-100 1.81 004 2152 2149 2232 2219 2340 2.3291842. 2174 2.166
CS22177-009 2.42 003 2153 2153 2309 2.293 2339  2.3232242. 2214 2.209
CS 22188-033 0.78 0.05 1.577 1.577 1.750 1.735 1.665 1.6576481. 1.636 1.665
CS 22888-031 1.87 0.04 1.846 1.851 2.104 2.081 2.214 2.1999611. 1.940 1.976
CS 22948-093 1.19 0.06 1.935 1.930 2.047 2.034 2.051 2.0399881. 1.977 1.989
CS22950-173 211 009 2199 2193 2307 2293 2212  22052502. 2238 2.230
CS22953-037 195 003 2151 2.145 2272 2258 2278 2.2652112. 2200 2.194
CS 22965-054 2.21 0.06 2.161 2.164 2.263 2.255 2.277 2.2682062. 2.203 2.185
CS 22966-011 1.37 0.05 1.788 1.792 1.983 1.966 1.945 1.9298671. 1.855 1.869
CS 29491-084 1.77 0.07 2.080 2.083 2.189 2.180 2.171 2.1631422. 2.138 2.128
CS29499-060 2.07 006 2201 2196 2322 2309 2311  2.2972502. 2.239 2231
CS29506-007 2.05 004 2149 2.146 2275 2.262 2298 2.2852232. 2214 2.205
CS 29506-090 1.85 0.05 2.102 2.098 2.225 2.211 2.274 2.2611562. 2.147 2.137
CS 29514-007 2.33 0.09 2.211 2.209 2.320 2.307 2.231 2.2222632. 2.254 2.241
CS29516-028 241 012  1.904 1.919 2159 2136 2.000 1.9900252. 2.004 2.035
CS29518-020 210 011 2052 2053 2211 2195 2276 2.2601092. 2.099 2.091
CS29518-043 172 011 2121 2115 2238 2225 2204 2.1931932. 2182 2.183
CS 29527-015 1.86 0.06 2.091 2.098 2.188 2.177 2.272 2.2591212. 2.116 2.113
CS 30301-024 1.77 0.06 2.143 2.140 2.213 2.200 2.250 2.2371572. 2.148 2.139
CS30302-145 154 011 2086 2077 2203 2190 2215 22031432. 2131 2.138
CS30339-069 2.04 011 2125 2130 2223 2212 2204 2.1941572. 2151 2.140
CS30344-070 168 009 2064 2063 2177 2166 2231 22181352. 2128 2.120
CS 31061-032 2.10 0.06 2.221 2.213 2.336 2.322 2.250 2.2412822. 2.269 2.262
HE 0148-2611 1.29 0.09 2.000 1.996 2.100 2.089 2.113 2.1020652. 2.056 2.063
HE 1413-1954 159 014 2035 2047 2129 2123 2285 2.2740792. 2.080 2.070

LP 815-43 1.89 0.06 2229  2.228 2302  2.292 2334 2324 230296 2.296
LT] Tue.
% %B vaEgevHﬁ NLTE correction applied.
¢ 3D NLTE calculation

abundance determination into a formula that can be hardetcod As mentioned above, we also performed an interpolation
into any program, eliminating the need to carry over the truaver the COG grid. The main problem in producing a suitable
grid of computed points. Details on the fit calculation, adl weinterpolation lies is that the grid is non-rectangular, ethhas

as the chosen functional form and éeients, are available in two different causes. First, in tié@°BOLD hydrodynamical mod-
Appendix B. els Tgr is not seta priori, rather, the entropy of the material
entering through the bottom of the computational box is the
fixed quantity. The trud ¢ is determined after snapshot selec-
tion, and usually varies across an intervakdf00 K centered

on the desired value for the models we employed. As a conse-
quence, it is impossible to build a grid 66°BOLD models with

5 The corresponding IDL functions are also available on-liate
http://mygepi.obspm. fr/- sbordone/fitting.html or by emalil
request to the authors.
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Fig. 7. Same as in Fig. 6 but now plotting against log g andlfffe Fig. 8. The NLTE correction (A(Lilpnite — A(Li) 1p.7E), COMputed
for each star using our model atom (black filled dots) alonthwhe
Carlsson et al. (1994) values (red open circles), plotteinsgT.s and

exactly the same temperature but, for exampletént metal- 109 9- The 3D temperature scale is assumed.

licity. Secondly, varying the stellar parameters natyralkers

the relationship between A(Li) and EW, so that the range of EW _ )
in the COG corresponding to interesting values of A(Li) will A parallelgrid of COG was produced usibb models shar-
vary from model to model. Ing the same parameters as @®8BOLD ones. The 1D syntheses

To simplify the task, we took advantage of the limited sengj/€re produced both including and neglecting NLTiEets, for
tivity of the 670.8nm Li doublet to both gravity and metaitijc the specific purpose of deriving a grid of NLTE corrections ap

Thus, we decided to assume [Rg=—3 throughout the interpo- plicable to our 1D Li abundances. For comparison, Fig. 8 show
lation, and to avoid interpolating in gravity by always ckog  OUr 1D NLTE corrections (for the 3D temperature scale) versu

the closest value to the derived gravity between leg gnd log et @nd log g, together with the corresponding values obtained
g=4.5. This choice was also justified by the limited extension £Y Using the Carlsson et al. (1994) NLTE corrections, white F

both parameters of our sample. This reduced the problem to hShoWs & similar comparison using the updated calculatigns
terpolating in an irregularly spaced two-dimensional gnid e Lind et al. (2009). Since Lind et al. (2009) corrections aee d

and EW. Delaunay triangulatiémnd quintic polynomial inter- fined down to [FéH]=-3, in Fig. 9 [FgH]=-3 is assumed for all
polation were then used to derive A(Li). stars both in computing our NLTE correction and in computing

Figures 6 and 7 show theftrence between A(Li) as de-those based on Lind et al. (2009) scale. Trends wifactve

; : : : d gravity are extremely similar for our aorre
termined by means of the analytical fit (A(k))and by interpo- temperature and gr ;
lation (A(Li);), respectively, plotted against relevant quantitied®ns nd those of Lind et al. (2009), but a very uniforfiset of

on the 3D temperature scale. Most stars show an excellent cBROUL 0-03 dex is present between the two set of correctidres.

cordance between the two methods, but two outliers exist, €@&9in of this dfset is probably the dierent sets of underlying

29516-028 and CS 22888-031. These two stars have the loviigtosphere models. Since thiéset is quite uniform across the
temperatures among all the stars in the sample (these tampgfTPle, using either set of corrections is of no consequence
tures are still within the computed grid). However, thepaiave '€ Scientific output of the present work.

the highest gravity in the sample, which requires extrapmia

since the grid has a limiting gravity of log g of 4.5. While the7 Results

functional fit is indeed extrapolated, the simplified in@gtion " °

assumes log g4.5 in this instance; the discrepancy between thge decided to adopt the 3D temperature scale (and its derived
two methods does not however exceed 0.023 dex in A(Li), whiglarameters) together with the 3D NLTE Li abundance set as our
is negligible for our purpose. All the remaining stars exthilis-  preferred values, and henceforth, when not otherwise fipeici
crepancies not exceeding 0.01 dex. we will refer to these.

6 Delaunay triangulation is a method of triangulation of a Ref
points in a plane defined as the triangulation for which nonelet of  7.1. Sensitivity to the adopted Ter Scale
P lies within the circumcircle of each triangle, except foe triangle . .
vertexes. It is often used to model surfaces that are sangplédteg- One of the most remarkable results of this work is that, aitffo
ular grids (e.g., elevations in geography). The built-irLIfinctions the choice of temperature scale alters the parameters ainddie
triangulate andtrigrid have been used to produce the trianguleki abundance of the stars, it does not change the generareict
tion and the interpolation based on it. that emerges. Table 8 provides the results of Kendali&st and
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Fig.9. The NLTE correction (A(Li)pniTe — A(LI) 1p.1E), COMputed ook A m&m A A b
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Lind et al. (2009) values (red open circles), plotted agalgsand log  —~ soF ﬁ A A A 3
g. The 3D temperature scale is assumed, antHJFe3 is imposed for % T A ]
all stars. 18k 3
o ; :
the slopes of linear fits to the A(Li)-[[Ad] and A(Li)-Teg re- Tt s s s s s s .
lations. The linear fits were obtained taking into accounrsr 3.6 3.4 3.2 3.0 2.8 2.6 24
in both variables using théitexy routine (Press et al., 1992). [Fe/H]

The A(Li) error was assumed to be fixed at 0.09 dex, the er-
ror in [Fe/H] to be given by the Feline-to-line scatter for each _ ) )
star, and the error ifies to have a constant value of 130 K. The19- 10.Li abundance versus [Ad] for the four temperature estimates.

. . - p to bottom, BA, ALI, IRFM, and 3D temperatures. For the &t
sample consists of 27 of the 28 stars for which we have Li me rature scale, the black triangles represent the 3D NLTEbLin-

suremgnt_s, echudmg CS 22882-027, for which we only haveféi‘uces, while the red crosses represent 1D LTE Li abundasitkes
upper limit to A(Li), as well as CS 21188-033, where the resi¢he NLTE corrections applied. The best-fit linear relaties per Table
uals from the best-fit regressions are on the order af 3-4 8) is indicated by a gray line. A typical error bar @0.09 dex in Li

In statistical terms, for all four temperature scales a nogbundance and the average/[feerror bar are also displayed.
parametric Kendall's-test indicates that A(Li) correlates with
[Fe/H] at a very high level of significance (see Table 8).
Moreover, a linear fit to the A(Li) - [F&] relation on the dif- a 3D NLTE A(Li) = 1.66, while CS 22882-027 has no detectable
ferent temperature scales produces slope values that &ére bodoublet (see sect. 7.5).
always significant at the level ofo3and, strikingly, consistent  One of the much-debated results concerning the behavior of
with each other within &. The slope values are also the highestj abundances in metal-poor halo dwarfs has been the raporte
reported to date. The hypothesis that the “slope” in the A{Li existence of a correlation between A(Li) and A since it
[Fe/H] relation might be due to the specifigy scale chosen canwas first reported by Ryan et al. (1999). We investigated this
thus be safely rejected. by means of two dierent statistical tests. The Kendal'sank-
correlation test attempts to detect a (positive or negptiveela-
tion, and has the fundamental strength of being non-paramnet
In other words, it does not attempt to look for a specific rela-
Three diferent Hr-basedT scales, as well as the totally inde-ion to fit the data. As seen above, Kendatttest quite strongly
pendent IRFM scale, concur in indicating that the Spitegalat supports the existence of a correlation.
is disrupted below [F&l] ~ —3 (see Fig. 10). Close to that metal-  The other obvious strategy we adopt is to fit the data with
licity, one observes a significant increase in the Li abuedana linear function and see whether the slope found is stziti
scatter, which appears to adtvays towards lower abundancessignificant. This significance might be weakened if the daga a
In other words, while some rare stars persist at the plateadeed correlated, but the underlying relationd@tlinear. In our
level even at very low metallicity (CS 22876—032 A, Gonzalecase, again, the slope of the linear relation is significaBd-dor
Hernandez et al., 2008), the vast majority exhibit someekegf all the considered temperature scales. This a finding, hexev
Li “depletion” (with respect to the plateau value). doesnot imply that the underlying “physical” relation between

Two stars in the sample exhibit anomalously low Li aburffe/H] and A(Li) is linear, as it would be, for example, if there
dances. The star CS 22188-033 exhibits a mild Li depletidim wiwas a constant Li production with increasing fHg

7.2. The meltdown of the Spite plateau: slope or scatter?
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Table 7.Parameters of the models in the 80PBOLD and 1DLHD grids 02F o ]
used in the 3D NLTE Li abundances, and in the computation of L n < o 0 o ]
corrections = 00l o <><b<> & D oo A
' T 0 o © ° & %0 ]
T logg [FeH]  A(D)° EWP S o2fF o .
K cgs pm < : ]
5472. 400 -20  000-210 5.71-69.71 0.4 Barklem =
5479. 450 -2.0 0.90-2.10 5.94- 72.80 o6k <o ]
5505. 3.50 -2.0 0.90-2.10 4.98- 61.94 T y y y y i i ]
5846. 4.00 -3.0 1.30-2.50 6.67-76.04 02 o 7
5856. 4.00 -2.0  1.30-250 6.79- 77.83 C S o ©  6.00%00 o 1
z -00 (6o) -
5861. 3.50 -2.0 1.30-2.50 6.28- 72.67 & - o o °, © 1
5923. 450 -2.0 1.30- 2.50 6.17- 73.16 3 ook o E
5924. 450 -3.0 1.30-2.50 5.76- 68.94 < °t ]
6269. 4.00 -3.0 1.30- 2.50 3.29- 43.33 04 Ali-Griem ]
6272. 450 -3.0 1.30-2.50  3.32-43.83 I o ]
6278. 4.00 -2.0 1.70- 2.90 8.05- 86.35 -0.6 [ : : ; ;
6287. 3.50 -2.0 1.70-2.90 7.42-81.33 0ok 04 ]
6323. 450 -2.0 1.70- 2.90 7.71- 84.35 L O o o ]
6408. 4.00 -3.0 1.30-2.50 2.68-36.35 = -00[ B o8 s=als o™ -]
6533. 450 -2.0  2.10-3.30 13.55-119.59 o - = o P o5 - ]
6534. 4.00 -2.0 2.10-3.30 12.87-118.58 2 -02fF O =
6556. 4.50 -3.0 1.30- 2.50 2.16- 30.20 < r ]
04F IRFM ]
2 Minimum and maximum A(Li) covered in the COG 0.6 [ O
b Minimum and maximum EW for the Li doublet in the COG T * * y y t t ]
02 C N A A A ]
Table 8. Kendall rank correlation probability, intercepts, andpgls of . _4of A Al uﬁg MA AA/\ A A z
the linear fit and standard deviation of the slope for thespbbiown in =~ ™+ C A A A &L oa ]
Figs. 12 and 10. The star CS 22188-0033 has been excludedfeom S oo F A 3
" < N ]
fit o4l 8D ]
Parameter correlation linear fit linear fit n a ]
set probability  intercept slope 06L - - - - -
A(Li) vs. Te -3.6 3.4 3.2 -3.0 2.8 2.6 24
BA 0.978 -3.038:1.542 8.17e4+2.33e-4 [Fe/H]
ALl 0.962 —7.917410.83 1.57e3+1.00e-3
IRFM 0.993 -2.133:1.448 6.68e4+2.13e-4
3D 0.990 —2.910:1.898 7.92e4+2.78e-4 Fig.11.Residuals of the best fit of A(Li) vs. [Ad] listed in Table 8.
A(Li) vs. [Fe/H]
BA 1.000 3.0920.245 0.33%0.080
ALI 0.999 2.942:0.245 0.2580.085 We note that the true Li doublet EW does not change much
IRFM 0.998 3.04£0.268 0.2930.092  jth metallicity, since in general A(Li) does not vary by reor
3D 0.999 2.9480.248 0.2740.083

than 0.2 dex. The quality of the Li doublet measurement is thu
roughly constant across the whole metallicity range. The in
crease in scatter thus cannot be attributed to the decliquiatity

To shed more light on the issue, in Fig. 11 we plot the resid@f the measurements. On the other hand, d&ed Far lines do

als of the best-fit A(Li) versus [Fel] relation, as listed in Table Pecome weaker with metallicity, which lowers the qualitytios

8. An increase in the scatter below [Fé~ —2.8 was already 9ravity estimation. Since thedline is quite gravity sensitive,

visually apparent in Fig. 10, and remains clearly recogiiza Inaccurate gravities reflect directly omtbasedr ey estimations,

in Fig. 11 once the best-fit linear relation is subtractedpi @nd thus on A(Li). On the other hand, the IRFM temperature

vide quantitative estimates of the level of scatter, wedtidithe Scale is totally insensitive to thistect, and yet shows the largest

sample into two in terms of metallicity, a metal-richer saipple  Increase in the scatter of its residuals, and a low-meigiscat-

including the 8 stars with [Fel]sp > —2.8, and a metal-poorer ter equal to those of theddbasedl e scales. This reinforces our

sub-sample including the 19 stars below that threshold stare impression that the increase in the A(Li) residual scattieutd

CS 22188-033 is plotted in the figure, but it has not been cdRdeed be real.

sidered in this computation. We then computed the dispersio

in the residuals of the two subsamples for the four tempegaty; 3 pjateay placement

scalesiohiga = 0.04 dex,oopa = 0.10 dex;oniau = 0.05

dex,opau = 0.08 dex;oniirem = 0.02 dex,o0rem = 0.10  As a consequence of what is said above, it hardly makes sense

dex;oniap = 0.05 dex,o0.3p = 0.09 dex. For every temperatureto provide an average value for A(Li) in our stars. One might

scale, the scatter in the residuals is about twice as largadee) still try, however, to determine the position of the platéathe

below [F¢H]=-2.8 than above. It is thus clear that the tight, flalnore metal-rich stars of the sample, which still appear tb fa

relation that is known as the Spite plateau develops both a tinto it. Every operation of this kind is somewhat arbitraigce

and a significant scatter at low metallicities. Once agdifs i there is no clear-cut transition between the plateau atenifb

remarkable how the level of scatter appears independeheof tontent and the slopinglispersed distribution at low metallicity.

assumed temperature scale. We thus decided to employ the 9 stars whose metallicity islequ
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Fig. 13. The Mgr 517.268 nm line for HE 1148-0037, in spectra taken
at JD 2453787.6803 (black continuous line) and JD 2453823 .%red
dashed line), separated by 35.86 days. The spectra havenbaeal-
ized, and Doppler shifted to bring the primary component test-
frame wavelength. The binarity is readily visible, as wallthe varia-
tion in the components’ separation.
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16F

6800 6600 6400 6200 6000 5800 We emphasize, however, that the depletion of the cool end of
T, (K the samplés not drivingthe A(Li)-[Fe/H] correlation: removing
the aforementioned five cool stars has a negligilfieot on this
) ) ) result. On the 3D scale, the Kendalfscorrelation probability
Fig. 12.L|_ abundance versudfective temperature for the foyr temper-¢ A(Li) spnire With [Fe/H] passes from 0.999 to 0.998, while
ature estimates. Symbols are the same as in Fig. 10. Typreal®ars o qjone of the linear fit goes from 0.278083 to 0 2520.086
of £0.09 d(_ex_ln the Li a_bundance ard 30 KinTer are also dlsplayed. hen th 5 st d TH' - b ; th ) | st
The best-fit linear relation as per Table 8 is indicated byag ¢ine. when (nese o stars are removed. 1his IS because the cool stars
while appearing to be all Li depleted, are evenly distridute
metallicity between [F&1]~-3.2 and -2.8. On the other hand,

) . ) . removing these stars wouldfact the detected increase in the
or greater than-2.8in the 3D scalgeand consider their A(Li) scatter at lower metallicities: applying the same residnalysis
and dispersion as being representative of the Spite plafé® mentioned in Sect. 7.2, but now on the hot stars only, would
resulting values aréA(Li)) = 2.164+ 0.059 in the BA scale, yield ohispnot = 0.04 dex (was 0.05 with the full sample), and

(A(Li)) = 2.261+ 0.053 in the ALI scale{A(Li)) = 2264+ ... = 0.06 dex (was 0.09 with the full sample).
0.044 in the IRFM scale, andA(Li)) = 2.199+ 0.086 using

A(Li) spnLTE together with the 3D temperature scale.
7.5. CS 22882-027 and HE 1148-0037

7.4. The A(Li) — Ter correlation Two additional stars were included in the original samplet, b
Li abundance has not been computed for them, fifeint rea-

In Fig. 12, as well as in Table 8, a positive slope of Li abursons. We elaborate briefly on these objects.
dance with &ective temperature is presentin all the temperature Atmospheric parameters and metallicity were computed for
scales. It is, however, remarkable that this slope is drisethe  CS 22882-027 (see Table 4), but the star has no detectable Li
coolest stars. Adopting our 3D temperature scale, if wecsel@loublet (see Fig. 1). Given &/$~80, as measured in the Li
only the stars hotter than 6250 K (22 stars), the slope daflgnt doublet range, a typical line FWHM of 0.033 nm, and a pixel
vanishes, the probability indicated by Kendat'drops to 89%, size of 0.0027 nm, the Cayrel (1988) formula predicts that a
and a parametric test does not detect any slope. Li doublet of EW=0.563 pm would be measured at gonfi-

Given the very small population of this temperature rangience (r=0.187 pm). Employing our fuctional fit, this leads to
in our sample, it is possible that we just missed any undegletan upper limit of A(Lispnite < 1.82, assuming an E¥AD.563
cool object. On the other hand, this might suggest that the gem and A(Li)spnTe <1.34, assuming EW0.187 pm. We have
cline (caused by convection) usually seen for stars cobkm t a single-epoch spectrum for this star that shows no sign of a
~ 5700K at higher metallicities may set in at higher temperaouble-line system.
tures for EMP stars (although observationally the oppasitens The star HE 1148-0037 was also originally included in the
to be true, see Boesgaard et al., 2005). sample, but immediately set aside, since from visual inspec
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Table 9. Barycentric radial velocities for the two components of th@erature dierencel g (this work)-Tes(Bonifacio et al. 2007),
binary system HE1148-0037 as measured from the spectiatzleaio against the Bonifacio et al. (2007) gravity estimate. Itrs i
us. mediately evident that, for stars around logdgO0, the tempera-
Jate Four D v v ture diference approaches zero. For stars at higher gravities, our
uT uT uT kn’f}‘s kr’;}‘s Ter estimate is below the Bonifacio et al. (2007) value by up to
primary  secondary 200 K._Thls rgﬂects the be_haw_or presented in Fig.3: V\_/hem_)a pr
8May 2003 11.43.06 2452767.0882 —36.16:1 —3.35:1 file is fitted with a synthetic grid computed for a gravity thet
27 Feb. 2005 10:33:36 2453428.94 ~10.88:0.16 underestimatedhis leads to aoverestimated . We note that
21 Feb. 2006  04:19:40 2453787.6803-9.15+1 -22.37%1 Fig. 14 does not tell the entire story. As we do here, Bonifaci
29 Mar. 2006  01:03:46 2453823.5443-6.90:1 -22.56+1 et al. (2007) estimated log gby enforcing Fe ionization Ko
aHERES spectrum rium, so the derived gravity values are not identical in thisk
b Aoki et al. (2009) single radial velocity and Bonifacio et al. (2007). High-gravity and low-gravitars
do, however, retain their approximate placement in botlegas
although the gravity span can be somewhat stretched by the
of the two available spectra it turned out to be a doubledindias. The &ect of theTes difference on [F#1] is shown in the
binary system. As shown in Fig. 13, the two spectra, sepdirataiddle panel of Fig. 14, while in the lower panel théfdience
by 35.86 days, clearly exhibit evidence of the double-ligge-s between A(Li) for the same stars is plotted, considering tiee
tem, as well as readily recognizable variation in the sdjmara LTE values (to eliminate thefiect of the marginally dferent
between the two line systems. We were able to retrieve 3 sp8lt-TE corrections applied in the two works). The results show
tra of HE 1148-0037, and measure radial velocities for tie tvare to be expected, given the strofg: sensitivity of the Li
components, which are given in Table 9, by means of cro®70.8 nm doublet: the current A(Li) is higher by up to abodt 0.
correlation against a synthetic templafg=6000 K, log g=4.0, dex for low-gravity stars, while it is lower by roughly thersa
[Fe/H]=-2.0). In our two spectra (2006-02-21 and 2006-03-2%mount for high-gravity stars. On the other hand, it is easy t
cross-correlation was computed in the 490nm-570nm range. ¥ée how the discrepancy will only marginallffect a linear fit
also had the lower resolution, blue-range only HERES spettr of A(Li) versus [F¢H]: the stars are displaced roughly along a
which was used to derive the;d after masking all the broad 1:1 diagonal in the A(Li) — [F&#] plane.
hydrogen lines. Internal errors of the radial velocity estie The star LP 815-43 is the only object that overlaps with the
were evaluated by performing a Monte Carlo test on a sampigplund et al. (2006) sample. In that workfeztive tempera-
of 50 simulated binary star spectra with noise added to eul@ure is measured again by fittingaHvings with a set of syn-
a §N=90, the component separation and resolution being equilietic profiles. The details of the fitting proceduréeli some-
alent to that of the March 29, 2006 observation. The testiate what and the synthetic profiles are computed fM#RCS models
an average error of 0.072 Ksnfor the primary component andusing theBSYN synthesis code. The Barklem et al. (2000a,b) self-
0.246 knjs for the secondary. These values are representati@adening theory is assumed here far, ldo again the BA scale
of the internal errors in the cross-correlation procedbugare s the one to be used in the comparison. Thedfavity sensi-
surely dominated by the spectrograph zero-point calimnatin- tjvity is taken into account here, and the deriveg is quite
certainty, which was not taken into account particularlyivie-  close to our value (6400 K vs. 6453 K in this work). Asplund
cause very precise radial velocities were not among thesgal et al. (2006) determine metallicity from Eedines, and gravity
this study. We thus list in Table 9 an estimated total errot offrom Hipparcos parallaxes, but again the values do nfferdi
ks for all our observations, which we take to be represematishuch from our results (log=4.17, Viun=1.5, [FgH]=-2.74).
of the overall systematics of these measurements. The residual 0.14 dexffset in metallicity is in good agreement
On the other hand, Aoki et al. (2009) report AN uncertaintyith the 0.2 dex €fset detected by Bonifacio et al. (2007) be-
given by the internal scatter in the radial velocities aieai tween their metallicity scale and that of Asplund et al. @00
from different lines; they do not take into account the systerhe lithium abundance is again quite close to our resulinfro
atic uncertainties in the wavelength calibration, heneetiuch the 670.8 nm doublet, they derive Af)=2.16, while our value
lower value of uncertainty. In Tab. 9, we kept the value they p is 2.23. The dierence is fully accounted for once tfig; effect
vide, but we propose that the true uncertainty is again dioseis considered (0.03 dex) as well as the already known, adhikit
1 knys. If we consider their measure to be representative of thaexplained, 0.04 dex bias between A(Li) as derived by means
primary component radial velocity, it reproduces well theee  of BSYN andturbospectrum (Bonifacio et al., 2007).
other measurements we present. The same star is also in common with Hosford et al. (2009).
That work uses excitation equilibrium to estimatg, a method
that is not directly comparable with any of our temperatgedes
The authors derive two parameter sets, one assuming the star
Our most significant overlap is of course with the Bonifadio éelongs on the main sequence, and another assuming it is a
al. (2007) sample, of which the present study representsia ceubgiant. In the first casel=6529, log g4.40, Viun=1.4,
tinuation. Of the 19 stars in Bonifacio et al. (2007), 17 werg-e/H]=-2.61), they obtain a temperature that is only about
reanalyzed here (the two remaining stars, BS 16076-006 &K cooler than for our 3D and ALI scale, but a higher grav-
BS 16968-061 turned out to be subgiants and have thus bégrand metallicity. In the second cas€.£=6400, log ¢3.80,
dropped). Bonifacio et al. (2007) determin€g: by fitting the Vy=1.4, [F§¢H]=-2.68), they derive a temperature 50 K cooler
Hawings fits with profiles synthesized using the Barklem et ahan for our BA scale, the same gravity, but again to a metalli
(2000a,b) self-broadening theory. Their temperatureesttals ity 0.2 dex higher. Their measured Li doublet equivalentttvid
closely resembles our BA scale, but the lgravity sensitiv- is about 0.2 pm smaller than that we find, and in both cases they
ity was not taken into account in that study — log4g0 was derive an A(Li) that is about 0.1 dex smaller than ours. This i
assumed in computing the profiles. Thieet is clearly visi- consistent with the expected combindtket of the dfference in
ble in Fig. 14. The upper panel of this figure plots the tenboth T and the Li doublet EW.

7.6. Comparison with other results
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same lithium abundance as we do, A(kp=2.16, due to their
lower measured value of EW (2.03 pm) for the Li doublet.

The third star in common with Aoki et al. (2009) is HE
1148-0037, for which Aoki et al. (2009) do not appear to have
noticed its binarity. On close inspection, the single spent
they employed (JD 2453428.94) shows signs of line asymme-
try (Aoki 2009, priv. comm.), but it appears to have been take
quite close to conjunction. In contrast, as seen in Sect.tiieb
three spectra we have of this star all show quite clearlywe t
line systems.

We observed No star in common with Meléndez & Ramirez
(2004). A comparison with their sample is neverthelessrinte
esting due to the extension of their sample to very low metal-
licities, despite with a limited number of stars (a total df 1
stars were analyzed below [fF§=-2.5, 4 at or below [F#]=-

3). Meléndez & Ramirez (2004) detected no slope in theeSpit
plateau, for which they advocated a high valugA(Li) y=2.37.

As noticed in Gonzalez Hernandez & Bonifacio (2009), The
scale adopted by Meléndez & Ramirez (2004) is systenilgtica
hotter than the one we employ for metal poor dwarfs, on awerag
by 87 K. This explains half of the descrepancy between our av-
erage IRFM plateau placement and their own, and can account
in principle for their failure to detect the slope, assumihgir
temperature scale and ours diverge progressively at lowlmet
licities.

Lithium abundances for two extremely metal poor stars (HE
0233-0343 and HE 0945-1435) were recently presented by
Garcia Pérez et al. (2008). Both stars show extremely lew F
content ([FgH]~-4), but probably because of the weakness of
Feu lines, the estimation of gravity is uncertain. Thifeats
the determinations of both the evolutionary status (eitfi&r
or early SGB) andl' ¢, which is derived from k& wing fitting
in a way similar to that used with our BA scale. The stars ap-
pear to be fairly cool, 6000KT¢<6250K, which would place
them among the “cool stars” of our sample as described in Sect
Fig. 14. Comparison between the results of this work and of Bonifaci-4: @nd both objects show significantly depleted Li, A{I)8.
et al. (2007) for the 17 stars in common. In the upper paneldiier- Owing to the uncertainty of the parameters determinatiodide
ence between ol and the Bonifacio et al. (2007 determination Not include these stars in Fig. 15.
is plotted against the value of log g in Bonifacio et al. (2007 the
center panel, we show [fd] difference, and in the lower panel, the
difference in the A(Li) LTE. For our results, BA temperature edal 8. Possible biases
used.

200

<

100

(RO R

Teﬂ‘ this work ~ Teﬂ BO7

<

0.1

- [Fe/H] &y,

O <o

0.0

[Fe/H1 i o

OO
OO

<

0.1

0.0

X0
O
O OO

-0.1

A(L) LTE, this work ~ A(L) LTE, BO7

L L O L L L R RN LRRLLA L LR L LR L L
oo b b b b b s b b s b b b

-0.2

1 1 1 1

4.0 4.2 4.4 4.6 4.8 5.0
log g (BO7)

w
3

8.1. Binary stars

Two potential biases can, in principle, be responsible fodpc-

Three stars are in common with the Aoki et al. (2009) sanmg systematically low Li abundances, and a trend of A(Lijhwi
ple, but we determined A(Li) for only two of them, CS 22948metallicity. The first one is of course the presence of uralete
093 and CS 22965-054. Aoki et al. (2009) emplay-tds well binaries, for which the veiling by the secondary star wils-sy
as H3-wing fitting to determind ¢ on the basis affARCS mod- tematically reduce the EW of the lines of the primary, legdin
els and using the Barklem et al. (2000a,b) self-broaderong to an underestimate of both metallicity and Li abundance Th
Ha. Once more, our BA temperature scale is the one most dpse impact of this fect is dificult to evaluate, mainly because
propriate for a comparison. TheaHyravity sensitivity is taken little is known about the fraction, and mass-ratio disttibn, of
into account. Surface gravities are estimated by compavitig binaries at low metallicities. Duquennoy et al. (1991) mepfor
isochrones as well as by evaluating the-Féen ionization equi- G dwarfs in the solar vicinity, a fraction of 44% of stars hav-
librium. The parameter values they derive for CS 22948-088) a companion withq = My/M; > 0.1, about 13 of which
are in close agreement with those we derilgr(Ha)=6320 K, haveq > 0.5. Latham et al. (2002, and references therein) found
Tex=6380, log g=4.4, Viun,=1.5), while [F¢H] is 0.13 dex lower that the halo binary population does naffei significantly from
at —3.43. The derived value of A(Li}e=1.96 is inexcellent the disk one, although we note that they did not explore Signi
agreement with our value of 1.935. CS 22965-054 shows a moemst numbers of stars with metallicities as low as the staosif
significant discrepancy ifiez. Their value ofTer(Ha)=6390K is present sample.
remarkably higher than our, whiles(HB) is much closer to our It nevertheless seems unlikely that undetected binaries po
value. Since the adopted temperature is the average of the tlute our sample significantly. We checked for binarity bypiest-
the final Tes is ultimately just 56 K hotter than our value. Theiring the Mg b triplet lines (e.g., see Fig. 13). Our spectraehav
derived surface gravity is also very close in value (leg3®), typical SN~100 or higher, and Mg b lines have a typical EW
while Vyrp is the same. However, Aoki et al. (2009) derive thef 10 pm. A line with central residual intensity of 0.95 would
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be detected at least at the fevel in this typical spectrum, andtroduce a bias whefi is determined by H-wing fitting. It

have a typical EW of 0.8 pm. As per Gonzalez Hernandez et &.indeed intriguing to note how lower gravity estimatediéa

(2008), to reduce a 10 pm line to 0.8 pm, a ratio of the continldgher temperatures, and as a consequence, (somewhag) high

fluxes of about 11.5 is needed. If we roughly assume that ttiee Li abundances. On the other hand, the IRFM temperature

total luminosity scales accordingly, this correspondgtdyuto scale should be immune to this problem, A(Li) being quite in-

g = 0.5 (sinceL « M3?2 on the main sequence, see Kippenhalsensitive to log g itself, and the IRFM-based analysis mirigr

& Weigert 1990). A similar flux ratio in the Li doublet rangeabundances similar to theaFbased estimate.

would lead to a correction of the Li doublet EW for the primary

star of about 8%, corresponding to 0.03 dex in A(Li). In other

words, every binary star requiring significant veiling @mtion

on the primary spectrum would also be promptly detectable be

cause of the double line system. This system could only stdyConclusions

undetected if the radial velocity separation of the twosstaas

quite small at the moment of the observation(s), so thatwioe tWe have presented the largest sample to date of Li abundances

line systems remained blended. for EMP halo dwarf stars (27 abundances and one upper limit),
In addition to the above, if we take the figures of Duquenndgcluding the largest sample to date below/Hfe= —3 (10 abun-

et al. (1991) at face value, find that about 13.5% of the bingiances). Lithium abundance determination is highly seesio

ries are characterized by a significant veiling of the prip(ae.  biases in theiéective temperature scale, and we have tried to ac-

g > 0.5). Our original sample comprised 30 stars, which impliggPunt for this using four dierent temperature estimators. In an

that there are 4 expected “significant binaries”. Threesdtave additional éfort to accuraiely represent the stellar atmpspheres

already been rejected from the sample, one of them (HE 114%-the sample stars, 3D, time-dependent, hydrodynamiced-at

0037) being indeed a binary. Two more (CS 22882-027 and €ghere models have been used to determinine our prefeared H

22188-033) exhibit significant lithium depletion or no Lido based temperature scale, and a detailed 3D NLTE specthasynt

blet at all, and were excluded from all statistical analy3émy Sis has been applied to the determination of lithium abucelan

are clearly the most likely candidates to be binaries, albei  Both these techniques have been employed here for therfist ti

ther one shows a double line systei®ne could thus expect oneto our knowledge, in the analysis of EMP stars. This has also

more “disguised” binary to be biasing the sampie_ While this allowed us to develop a useful flttlng formula a”OWIng one to

quite possible, it would hardly influence any of our results. ~ derive A(Li)spnure directly as a function of EWles, log g, and
[Fe/H] for EMP turn-df and early subgiant stars (see Appendix

B).

The first obvious conclusion of this work is that we have con-
The second problem relates to the use of-Fen ionization firmed what was merely suggested by the analysis of Bonifacio
equilibrium to estimate gravity. From preliminary compigas, et al. (2007), and previous works, that at the lowest metslli

it appears that 3D corrections of Fe lines with excitatiorepe there is sizable dispersion in the Li abundances and thag the
tials of the same order as employed in the present work cauldib a trend of decreasing Li abundance with decreasing ritetall
quite large at low metallicities for stars similar to thobattwe ity. We have also shown that these two conclusions do not de-
study. Moreover, corrections for Feppear to be negative (ofpend on the adopted temperature scale, as suggested byoMolar
about 0.2 dex), while they are positive (about 0.1 dex) fon Fg2008). The results hold, qualitatively, using both IRFivhiger-
lines, for aTex=6500, log g4.5, [F¢H]=-3.0 star. The phe- atures and b temperatures, regardless of the broadening theory
nomenon is mainly caused by the overcooling that 3D treatmextlopted and irrespective of the use of either 1D or 3D model
produces in the outer layers of atmospheres at low metahci atmospheres. Quantitatively, the resultSetiin the mean level
and appears to be of similar magnitude at/fle-—2 (due to of the Li abundance, while the slopes in the A(Li) versugifffe

the stronger saturation of Fe lines, which drives their dbnt relations agree within errors. None of the temperaturessdal

tion function to higher layers), but would most likely digmar vestigated produces a “flat” Spite plateau over the full eaimg
above. If taken at face value, a 0.3 dexfFen imbalance would [Fe/H] (see Table 8).

lead to arverestimatef log g of about 0.5 dex when analyzed o resyits are in substantial agreement with those of Abki e

using IDLTE F“Ode's (as i_s our case re_garding m_e;tallicity angl (2009). While these authors do not detect a slope witteeit
gravity est|mat|on).. We do indeed find higher gravities tean ogoctive temperature or metallicity, this happens simplyase
pected from evolutionary tracks. On the other hand, we do nQiihe small extent of their sample in both these paramears.

currently have a 3D NLTE spectrosynthesis code for iron; We other hand, they do point out that their sample has a Ibiver
are thus unable to account for NLTHects, which are likely to 45 ,ndance than that observed at higher metallicities.

counterbalance the 3Ofect because of over-ionization occur- ] ] ) _

ring in the upper layers where overcooling is presentin 3@mo  The picture outlined by the aforementioned results acquire

els. A similar mechanism is indeed active for Li, whose 3D LTEn0re significance, once we place it in a broader context among

abundance derived by0°BOLD-LINFOR3D is about 0.2 dex be- the latest studies regarding lithium in EMP stars. Figuredra-

low the corresponding 1D NLTE value, while the 3D NLTE on@ares our results with those of three investigations enippy

is essentially indistinguishable from the 1D NLTE resuligg= compatible temperature scales. In this figure, open bludesir

10 and 12). If some degree of imbalance remains after NLTEPresent stars from the Asplund et al. (2006) sample, fed tr

is taken into account, and is metallicity sensitive, thigitiin- angles from the Aoki et al. (2009) data, and the two magenta

squares the two components of the double-lined binary sys-

7 We have another UVES spectrum of CS 22188-033, taken at a d8M CS 22876-032 (Gonzalez Hernandez et al., 2008, th fill

ferent epoch, which does not show radial velocity variatiorith re- Square corresponds to the primary star). Our data are repre-
spect to the one used in the present work, nor signs of a déimele sented as black diamonds (the results of the BA scale areshow

system. for compatibility with the temperature scales used in tHeeot

8.2. 3D NLTE effects on Fe ionization equilibrium
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et al. (2006) data, continuous dark gray line, best fit to @atadTypical
error bars for our data are displayed.
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the mechanism would have to be remarkabigtallicity in-
sensitiveto account for the thin, flat plateau observed be-
tween [F¢H]=—2.5 and-1. And yet, the same phenomenon
must become sharplynetallicity sensitivearound and below
[Fe/H]=-2.5, i.e., precisely where metallicityfects on the at-
mospheric structure are expected to become vanishing.small

We are tempted to imagine that twofférent mechanisms
may need to be invoked to explain the production of the Spite
plateau for stars with [Fel] > —2.5, and of the low-metallicity
dispersion for stars with [7E] < —2.5. One could envision such
a two-step process as follows:

1. Metal-poor halo stars are always formed at the Spite @late
level, regardless of their metallicity. Whether the platesp-
resents the cosmological Li abundance or is the result of
some primordial uniform depletion taking plabeforethe
star formation phase is immaterial in this context.

2. A second phenomenon, possibly related to atmospheric dif
fusion, becomes active around [Aé=-2.5 and below, de-
pleting Li further in the atmosphere of EMP stars. This phe-
nomenon, aside from the metallicity sensitivity, would ex-
hibit different star-to-starficiency, being possibly depen-
dent on additional parameters, such as stellar rotatidsor
Its efficiency must in any case be higher for more metal-poor
stars.

three works). The best linear fit to our data is shown as a darfk this scenario, the “primordial” plateau would be preserv
gray solid line, while the best fit to Asplund et al. (2006)alatabove [FgH]~ —2.5, but below that metallicity, a systematic
(A(Li) =2.409+ 0.103[F¢H]) is shown by a dot-dashed gray line.leakage” of stars towards lower A(Li) would take place, mor
The Asplund et al. (2006) Li abundances are increased hereéffgctively for more metal-poor stars, but naturally scattetee
0.04 dex to account for the knowrifset already mentioned in to the sensitivity to parameters other than/fe This scheme
Sect. 7.6, and their metallicty is decreased by 0.2 dex toreeorwould have a number of advantages. First of all, it would natu
spond to the metallicity-scalefset detected by Bonifacio et al.rally explain our observations, “mimicking” a slope in Aflier-
(2007). It is now even more evident that the Spite plateaws dg@us [F¢H], but with increased scatter at low [fF§. It would also

not exist anymore at the lowest metallicity, and is repldngdn

explain why, while the scatter in A(Li) increases at low nileta

increased spread of abundances, apparently covering alyoudfies, not a single star in this metallicity regime has beaumfl

triangular region ending quite sharply at the plateau lethis

to lie above the Spite plateau level. It would then be coestst

region appears here to be populated in a remarkably even m#ith a small number of stars remaining close to the plateau at

ner; at any probed metallicity some star remains at, or viesec
to, the Spite plateau level, but many do not. The rath@exdint

any metallicity (e.g., CS 22876-032 A, Gonzalez Hernarate
al., 2008, filled magenta square in Fig. 15); in these objects

slopes of the best-fit relations in Asplund et al. (2006) and the depletion process would be somehow inhibited. Finatly,
this work appear to be the obvious consequence of fitting twidouting the extra depletion to atmospheri¢tdsion/ settling
subsamples covering fierent metallicity regimes. This couldwould not require a physical “conspiracy” capable of pradgc
provide also an explanation for the numerous claims, sgrtiexactly the same depletion level regardless of metaljisiigi-

from Ryan et al. (1999), of a thin, but tilted Spite plateatarf

lar rotation, gravity, or fective temperature, as is often invoked

this view, the diference was produced simply because the tail 8fhen difusion is used to explain the Spite plateau.

these samples had been falling in the low-metallicity “oleer
pletion zone” as we have been able to discern more clearly.

The nature of what we refer to above as the “second phe-
nomenon”, the one responsible for the departures from tite Sp

We are not aware of any theoretical explanation of this belateau below [F#] = —-2.5, is perhaps the most intriguing.
havior. After the measurements of the fluctuations of the C\#sbove, we have proposed some kind of photospheric settling

made it clear that there is a “cosmological lithium probleng’,

mechanism, but one could as well envision a chemical ewmluti

the Li predicted by SBBN and the measured baryonic density§genario, on the basis of some gas pre-processing with ledep
too high with respect to the Spite plateau (by about 0.6 dex f#on (& la Piau et al. 2006) — while it may not be able to account
our sample), there have been many theoretical attemptoto ger the entire WMAP-Spite plateau discrepancy, this metdran
vide Li-depletion mechanisms that would reduce the pririebrd could easily account for the mild (0.2-0.4 dex) departucerfr

Li to the Spite plateau value in a uniform way. Our obsenvatio th(ﬂT plateau observed at lower metallicities. Moreoves, tiech-
now place anadditional constraint on these models — belov@@ism would naturally produce a spread of abundances as-a con
metallicity of about [FgH] = —2.5, they should cause a dispersequence of the local level of gas pre-processing.

sion in Li abundances and an overall lowering of A(Li).

There are hints that the recently discovered ultra-fairariw

If Li depletion from the WMAP-prescribed level weregalaxies (uFdg) might have been the source of the bulk of the
to happen in the stellar envelopes of very metal-poor staRMP stars now found in the halo of the Milky Way (Tolstoy et

8 Gonzalez Hernandez et al. (2008) derideg from photometry and
isochrones, but a cross-check withy hrofiles computed in 1D with
Barklem et al. (2000a) broadening confirmed the result.

al., 2009, and references therein). If this were indeed dlse ca

sizeable fraction of our sample could have formed in uFdg sys
tems, possibly more so for the most metal-poor objects. dt ha
been suggested (Komiya et al., 2009) that the paucity o star
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below [F¢H] = —3.5 may be due to the onset of self-pollutiorwhich again, calls for an enlargement of the cool stars sauapl
in the primordial mini-halos when they started to merge torfo low ([Fe/H]<-2.5) metallicities.
larger structures, and ultimately the halo. One could thesi-e To help understand the phenomena involved (since there
sion that gas reprocessing could have fairly significaritsred could be several at work) that bring about the observed Linabu
the Li abundances in the heavily dark-matter dominatedsoofre dance pattern, another important issue is to assign anatecur
these sub-halos, but become progressively negligible wen evolutionary status to each star, that is, to confidenthesss
merged, and their ISM mixed more and more completely withihich stars are dwarfs, main-sequence ttiiray subgiants. Our
gas of pristine Li abundance. Sub-plateau stars may thgn orisurface gravities are not ficiently accurate for this purpose.
nate from star formation that occurred in the sub-halo ¢ares The GAIA satellite will provide accurate parallaxes foraflthe
while mixing with pristine gas that progressively dilutéettef- presently studied stars, thus allowing one to more cledulgi-e
fect of the reprocessing. date this problem.

In any case, the main drawback of this two-phenomena sce-
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leveli of the Lit model atom as a function of the geometrical
position (,y,2) in the 3D model atmosphere, and tintg 4s
sampled by a number of snapshotsZ0) selected to represent
the characteristic temporal variation of the simulatioheTe-
parture cofficient of Liun is assumed to be 1, since lithium is
essentially fully ionized in the stellar atmospheres oéiast.

In the second step, the departuref@icéents are fed into the
completely independent spectrum synthesis cbitefor3D?,
where they are used to compute the non-LTE line opacity and
source function, and in turn the emergéerensityprofiles as a
function of (x, v, 9, ¢,t), where the angle8 and ¢ specify the
orientation of the line-of-sight in polar spherical coaralies.
Finally, the emergent meditux profile is obtained by horizon-
tal, angular, and temporal averaging of the individualristty
profiles.

For this paper, we used an 8-level model atom of td
solve the statistical equilibrium equations, considedrtgtal of
11 bound-bound transitions. Details about the energy $ewed
line transitions are given in Tables A.1 and A.2. Thiastein
cogficients A; provided by the NIST database are related to the
Einstein cogicients B; by

2hvi3j 2hvi3j g
Aji = 2 Bji = 2 g—J Bij. (A1)

The corresponding oscillator strengt} is obtained from the
relation
gj mec® ~mehcyi

fij=Aji— =B

Oi 871262vizj = Tan2e2 (A-2)

The computationally most expensive part of solving the non-
LTE problem is the calculation of the line-blanketed raidiat
field J,(x,y, z t) at each grid point of the selected 3D models,
which is needed to determine the photoionization rates lfor a
atomic levels. This is done with a modified version of the ra-
diation transport routines that are used in @@8BOLD hydro-
dynamical simulations for computing the radiative energy e
change ternVF (% Y, 2). The solution of the radiative trans-
fer equation is based on a Feautrier scheme applied to a set of
long characteristics. The continuous opacities used sdbn-
text are computed with the routin@®NDIS & OPALAM from
the Kiel stellar atmosphere packageline blanketing is taken
into account by adding to the continuous opacity the opacity

9 http://www.aip.de/~mst/Linfor3D/linfor_3D_manual.
pdf
10 http://www.aip.de/~mst/Linfor3D/linfor.pdf
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Table A.2. Bound-bound transitions of the Lmodel atom. Data are taken from the NIST database.

transition lower upper transition pl transition probability
# level level configuration vacuum [A] A Bij fij
1 1 2 2s-2p 6709.7 3.72B7 8.49E10 7.532E-01
2 4 2s-3p 3233.6 1.1406 2.99508 5.502E-03
3 1 7 2s-4p 2742.0 14206 2.21E08 4.802E-03
4 2 3 2p-3s 8128.6 1.7407 7.84809 5.745E-02
5 2 5 2p-3d 6105.3 51407 4.88E-10 4.759E-01
6 2 6 2p-4s 4973.1 5.0506 5.21E08 6.241E-03
7 2 8 2p-4d 4604.1 1.64807 6.71E-09 8.687E-02
8 3 4 3s-3p 26887.1 3. 746 5.53E11 1.226E-00
9 3 7 3s-4p 10795.1 3.6993 3.51E07 1.934E-04
10 4 8 3p-4d 17550.0 48306 1.11E11 3.763E-01
11 5 7 3d-4p 19281.0 3.3MP5 3.58E09 1.107E-02
Table A.1. Energy levels of the Li model atom. Data are taken from 4r foo ai(v) Jy {_m} dv [sY (A.4)
the NIST database. . hy kT
level configuration energy statistical B,(T) denoting the Kirchhfi-Planck function at local tempera-
# [Ryd] [eV] weight tureT and frequency.

Cross-sections for the collisional ionization and exoat

1 2s 0.0000000 0.00000 2 . o

2 2p 0.1358136 1.84784 6 by electrons are computed according to the prescriptions of
3 35 0.2479204 3.37313 2 Seaton (1962) and Van Regemorter (1962), respectivelyyvas g

4 3p 0.2818128 3.83426 6 by Allen (1976) and Cox (2000). The oscillator strengths

5 3f 0.2850726 3.87861 10 from Table A.2 are needed to calculate the collisional eticih

6 4s 0.3190534  4.34094 2 cross-sections. Collisional ionization by neutral hydmogia the

7 4p 0.3323350  4.52165 6 charge transfer reaction H§jl+ Li(nl) — Li*(1s?) + H-, and the

8 4d 0.3337369  4.54072 10 reverse process H+ Li*(1s%) — H(1s) + Li(nl), are treated ac-

cording to Barklem, Belyaev & Asplund (2003) for the first 7
levels. Collisional excitation by neutral hydrogen is iged, as
distribution functions (ODFs, ‘big division'vy,n, = 2 knys) itwas found to be unimportant for thermalizingilby Barklem,
of Castelli & Kurucz (2003), including the HH* and Hi- Belyaev & Asplund (2003). _ _
H1 quasi-molecular absorption near 1400 and 1600 A, respec- The departure cdicientsbi(x,y, 2) are finally obtained by
tively. There is a slight inconsistency in the chemical comp Solving the statistical equilibrium equations locally atk grid
sition adopted for the calculation of the opacities: thetiman  POINt (x,y,2). The profile-averaged radiation field at the line
ous opacities are based on the solar abundances of Aspluntfasnsitions J(v;j), determines the radiative excitation rates
al. (2005), while the ODFs rely on the solar composition of
Grevesse & Sauval (1998). To obtain the opacities fiedint Rj =B j(Vij) = B f 6 ddv [sY (A.5)
metallicities, the solar abundances were scaled by a gfabal
tor corresponding to the desired [N, with an enhancement o o
of the a-elements by 0.4 dex below [M] = —0.5. A total of and the radiative de-excitation rates
600 frequency points were used to obtain fhdetweenl 925 ‘ 2hy3.
and 19800 A. We checked that treating continuous scattasingRji = 9 Biji (_” + j(yij)] [sh , (A.6)
true absorption does not introduce any significant changteei 9i c
resulting departure cdigcients.

Given the line-blanketed radiation fiell(x, y, z t), the pho-
toionization rate?; . from leveli to the continuunk is computed
as

lineij

where the statistical weights of lower and upper leggland
g, and theEinstein cogicients B; are taken from Table A.2.
For the line profilep, we assume a purely Gaussian distribution
(identical for absorption and emission) with a line widtlatth
P, =4rn f‘x’ ai(v) Jy dv s (A.3) corresponds to the local thermal Doppler velocity plus araiic
. v hy ’ ' turbulence of 15 knrys. The Doppler shift caused by the line-of-

) o .. sight component of the hydrodynamical velocity field is iggmh
thert?lw |shtr1e_thr_esr;_old phot0|onlf_at|%r/1)f][eqUﬁncy fo_(rj Iev,zl in the present computation. For all transitions excepttferres-
and the photoionization cross-sectiangv) for all COnSIOered 4,06 jineJ(v; ) was replaced by the mean continuum inten-
atomic levels are taken from the TOPBASE Opacity Project 0Ql'ty J,. For th(e ;zzsonancz line (tr)a/msition # 1), the line opacity

line atomic database at the ‘Centre de données astronemicw taken int tfor th tatiord6h .
de Strasbourg®. The photo-recombination raté%; from the as taken Into account for theé computatio .()f'l)’. assuming

: ; ; an f-value of 048975 (about B of the value given in Table A.2
continuunk to leveli are then given by ,

to represent only the main component of the doublet), tageth
* a;i(v) B,(T) hy with a typical lithium abundance of A(L$H2.2.

Pei = 4n jy‘ hy 1-expy =g (| & + SinceJ(vij) is a non-local quantity that depends in turn on
' theb;, a A-iteration is employed to obtain a consistent solution.
11 http://cdsweb.u-strasbg. fr/topbase/topbase.html Fortunately, the\ iteration converges very rapidly, because even
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the Lir resonance lineféects the radiation field only marginally, The initial values of Ao, A1, Ay) were derived fromA by e.g.,
while all the other lines are very weak. Typically, threeations assuming®y; = A, A; = 0.1 x A, A, = 0. Applying a modified
are stfficient to achieve convergence. version of the IDL functioncurvefit (requiring also partial

Finally, the departure cdigcientsb; are used in the line for- derivatives) provided the optimum parameter set for themiv
mation codd.infor3D to compute the non-LTE line opacity  function and start values.

hy This process was repeated with a number of random varia-
Brow — Bup exp{—ﬁ} ne(LTE) (A7) tions to approach an optimum solution for the given function
1- exp{—%} Kiine ’ ' The final solution was the globally best fit among all candidat
functions and parameters.

and the line source function The main control parameters are the list of candidate terms
h and the recursion depth. For the current application, wechea
1-expi—=
p{-i%}

: B,. (A.8) 4D function
Biow — bup eXp{_k_}f}

Kine(non— LTE) =

Syy]ine(non_ LTE) = bup

wherebyy andby, are the departure céiients of lower and Y = Y(%0. X1, X2, X3)
upper level, respectively, ar, is again the Kirchhfi-Planck

function. where o, X1, X2, X3) = ( log(EW), lodTes, log g, [FEH])), or,
fo_r the inverse problem, ( A(Li), lobe, log g, [F&H]). We start
Appendix B: Analytical fit to 3D NLTE Li abundance with
as a function of stellar parameters and EW
B.1. Introduction Ao + logyo[1 — exp(10%e-Ad)]

It is often convenient to have tabular data on an irregulat gr ) ] ] ]

y = y(x) condensed into a single function (even with many f{© determine _the equwalen.t width as a function of aburjdance
parameters), instead of having to interpolate betweentigé o Pased on a simple absorption model for a box-shaped line pro-
nal data points. Choosing a fitting function that is lineaaih file. In the following recursion steps, we replace the patense
parameters (e.g., a sum of polynomialsA&s Bx + Cx2 or With linear terms

singcosine functions) results in a comparatively simple linear

problem for finding these parameters, usually with one umiqu

solution. However, the result might not have the desiredagxt A = Ao+ A+ X1 + AoXa + AgXs,

olation behavior, might be “too wiggly” between the datarjisj

or produce no goodfitatall. _ which finally results in higher-order polynomials insteddiee

A more dfective approach might then be to start with a progptjal coefficients. In this step, the variation in the COG with the
erly crafted function, possibly non-linear, and havingritpa- - ste|lar parameters is taken into account. In the processmja
rameters “within” the terms as iAexp(B + Cx). In this case, jnq the term substitution, we scanned through several teahdr
an iterative process is necessary to determine these p@m@menossible functional forms. We decided the most suitableane

This iteration requires starting values, which willect the con- he pasis of simplicity, and its ability to represent the ruical
vergence of the process and also the solution if one is faand.q4ia with seicient accuracy.

this case, the scheme might diverge or convergeffergint local
minima, depending on the starting point. However, thisitsie
is hardly a problem for our application — we are content with
good fit, and do not necessarily need to achieve the closest oﬁjl
We continue, however, to have the problem of constructieg t
fitting function and choosing the initial values for the pae
ters.

As described in Sect. 6.1, synthetic grids were computed for
three cases, 3D NLTE, 10HD NLTE, and 1DLHD LTE. This in
inciple leads to 6 fitting functions being computed, whethb
e EW-A(Li) and A(Li) »EW forms are required. We decided
to force all three functions in either sense to have the sanme, f
differing only by their parameters. We thus first searched an op-
timum function for one case (A(L#»1D LHD NLTE turned out
to be the optimum choice) and then varied only the parameters
B.2. Method (and not the functional form) for the other two cases. Thd fina

We used a scheme for recursive term substitution, writt&Dlin inversion of the function was perfarmed by hand.

that attempted not only to find optimum fitting parametersafor
given function, but also to automatically determine thérapm g 3 Best-fitting functions
functional form itself. The latter was chosen from a set af-ca
didates given by a list of terms and some construction rliles. Best-fitting functional forms were produced both to derieih
usual starting point was a constant “function” with one pa&a from EW and to derive EW from A(Li), the latter being use-
ter, sayA, the best “fit” for which is the mean of In each recur- fy|, e.g., for the preparation of observations. Analytifiafor-
sion step, all parameters were successively substitutédali mulae for both cases are presented in Eq. B.1; fittingfcoe
of the terms from a list (with possible restrictions), fosiance  cjents are listed in Table B.1. Three sets offticints are listed.
A= Ag+ AX The 3D NLTE set is used to fit compl_Jtations \_/vh_e:(er’B(_)LD

% 3D hydrodynamical models are used in association with a 3D
or NLTE time-dependent spectrosynthesis. The 1D NLTE and LTE

cases refer instead to computations performed by usibgne-

A - Ay + A exp@oX). dimensional models, with spectrosynthesis performed with
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Table B.1. Codficients for the analytical fit of EW-» A(Li) and A(Li)

— EW
3D NLTE 1D NLTE IDLTE
Ao 2.1744416E00 2.2011840E00 2.1694977EQ0
A, 3.9685178E02 -2.3708574E02 -3.1329205E02
A, -2.1920459E02  9.9754471E01  1.5692142E02
As;  -9.8448749E02  1.5211893E02 1.9027467E03
Ay 2.4222436E00 -7.0910416E00  8.0236683E00
As 3.0470810E01 -9.5952034E00 -1.9364346E01
As 7.4822784E02 -1.0479124E02 -1.4933164E03
A;  -6.0743892E-01 1.8554645B0 -2.1075335E00
Ag -1.8920995E02  2.5357561E01  3.9087711E02

Ag  -7.9977289E-02  -7.5381881E-01 -2.7466467E-01

Ao -3.2394665E-01 3.8146901E-01  -4.9764225E-01
A;; 1591113701 -2.1918788E00 -3.4126404E01

A, 2.3078753E-02 1.9988796E-01 7.3497586E-02
Az 8.3344564E-02  -9.9645615E-02 1.3085939E-01

without the inclusion of NLTE ffects, based on the same physics
and model atoms as for the 3D NLTE case:

Ql = Ag + All IOgTeff + A]_2|Ogg + A13[Fe/H]
Q2 = As + Q1log Terr + Aglogg + Aro[Fe/H]
Q3 =AM+ AslogTer + Q2logg + A7[Fe/H]
Q4= A1+ QzlogTer + Azlogg + A4[Fe/H]

A(Li) = A1 + Qzlog Teg + Azlogg + Aq[Fe/H]
+ log[- In(1 - EW10%)]

(B.1)

logEW = Ag + log[ |1 + exp(=10t)-Qs)| ].

Units are expected to be K for temperature, crhfsr log
g, and mA for EW. As for any fit, extrapolation reliability is
difficult to assess. Owing to the high computational cost of 3D-
atmosphere model calculations, we limited our grid to the cu
rently available models, which obliged us to extrapolatestals
high gravities by 0.4 dex and towards low metallicities bpath
0.6 dex. Both extrapolations should be quite safe, sinc670e8
nm Li doublet should be quite insensitive to both parameters
Because of the vanishing line opacity, atmosphere models ar
scarcely sensitive to metallicity variations below A= -3.
Those who might wish to employ the presented formulae to de-
rive Li abundances are nevertheless advised to use cautien w
extrapolating, especially iffe and EW. In particular, the sat-
uration part of the COG is almost unsampled, and one cannot
expect the present fit to reproduce it properly. Fitting to Eg¢
nificantly above 100 pm is therefore not advisable.



