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Abstract Modern hydrodynamical simulations offer nowadays a powerfeans to trace
the evolution of the X—ray properties of the intra—clustexdiom (ICM) during the cos-
mological history of the hierarchical build up of galaxy sfers. In this paper we review
the current status of these simulations and how their piedi fare in reproducing the
most recent X—ray observations of clusters. After brief§cdssing the shortcomings of the
self-similar model, based on assuming that gravity onlyedrithe evolution of the ICM,
we discuss how the processes of gas cooling and non—gran#@htheating are expected
to bring model predictions into better agreement with otetgsnal data. We then present
results from the hydrodynamical simulations, performediifigerent groups, and how they
compare with observational data. As terms of comparisonyseeX—ray scaling relations
between mass, luminosity, temperature and pressure, dasvile profiles of temperature
and entropy. The results of this comparison can be sumndaaiséollows:(a) simulations,
which include gas cooling, star formation and supernovelfaek, are generally successful
in reproducing the X—ray properties of the ICM outside theecegions;(b) simulations
generally fail in reproducing the observed “cool core” stue, in that they have serious
difficulties in regulating overcooling, thereby producisigep negative central temperature
profiles. This discrepancy calls for the need of introduattger physical processes, such as
energy feedback from active galactic nuclei, which showthgensate the radiative losses
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of the gas with high density, low entropy and short coolimggtj which is observed to reside
in the innermost regions of galaxy clusters.
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1 Introduction

Clusters of galaxies form from the collapse of exceptignhigh density perturbations hav-
ing typical size of~ 10 Mpc in a comoving frame. As such, they mark the transitien b
tween two distinct regimes in the study of the formation cfroic structures. The evolution
of structures involving larger scales is mainly driven bg #iction of gravitational insta-
bility of the dark matter (DM) density perturbations and sash, it retains the memory of
the initial conditions. On the other hand, galaxy—sizeddtires, which form from initial
fluctuations on scales ef 1 Mpc, evolve under the combined action of gravity and of com-
plex gas—dynamical and astrophysical processes. On saldssgas cooling, star formation
and the subsequent release of energy and metal feedbaclsfimemovae (SN) and active
galactic nuclei (AGN) have a deep impact on the observatiomgperties of the diffuse gas
and of the galaxy population.

In this sense, clusters of galaxies can be used as invaloafheological tools and astro-
physical laboratories (see Rosati el al. 2002[and|Voit|200%dviews). These two aspects
are clearly interconnected with each other. From the onel,hidne evolution of the pop-
ulation of galaxy clusters and their overall baryonic contgrovide in principle powerful
constraints on cosmological parameters. On the other fianslich constraints to be robust,
one has to understand in detail the physical propertiesefrttna—cluster medium (ICM)
and its interaction with the galaxy population.

The simplest model to predict the properties of the ICM ararthvolution has been
proposed by Kaiser (1986). This model is based on the asgmthpht the evolution of the
thermodynamical properties of the ICM is determined onlgkayvity, with gas heated to the
virial temperature of the hosting DM halos by accretion $lsaBykov et al. 2008 - Chapter
7, this volume). Since gravitational interaction does mataduce any preferred scale, this
model has been called “self-similBrAs we shall discuss, this model provides precise pre-
dictions on the shape and evolution of scaling relationa/éenh X—ray luminosity, entropy,
total and gas mass, which have been tested against nunteydradynamical simulations
(e.g., Eke et al. 1998; Bryan & Norman 1998). These predistizave been recognised for
several years to be at variance with a number of observatiopsrticular, the observed re-
lation between X-ray luminosity and temperature (e.g. Meitkh| 1998; Arnaud & Evrard
1999; Osmond & Ponman 2004) is steeper and the measuredofegaek entropy higher
than expected (e.dg., Ponman et al. 2003; Pratt & Arnaud 2@8pgcially for poor clusters
and groups. This led to the concept that more complex physicgesses, related to the
heating from astrophysical sources of energy feedbackyaudtdtive cooling of the gas in
the central cluster regions, play a key role in determinimg ggroperties of the diffuse hot
baryons.

1 Strictly speaking, self-similarity also requires that mamcteristic scales are present in the underlying
cosmological model. This means that the Universe must die¥instein—de-Sitter expansion law and that
the shape of the power spectrum of density perturbationgeistareless power law. In any case, the violation
of self-similarity introduced by the standard cosmolobinadel is negligible with respect to that related to
the non—gravitational effects acting on the gas.



Although semi—analytical approaches (€.g., Tozzi & Noriaaal ;| Voit 2005, and ref-
erences therein) offer invaluable guidelines to this stitdis only with hydrodynamical
simulations that one can capture the full complexity of thebfem, so as to study in detail
the existing interplay between cosmological evolution #edastrophysical processes.

In the last years, ever improving code efficiency and supeptding capabilities have
opened the possibility to perform simulations over faidyge dynamical ranges, thus al-
lowing to resolve scales of a few kiloparsecs (kpc), whioh ielevant for the formation
of single galaxies, while capturing the global cosmolog&avironment on scales of tens
or hundreds of Megaparsecs (Mpc), which are relevant foretlmution of galaxy clus-
ters. Starting from first attempts, in which only simplifiedating schemes were studied
(e.g., Navarro et al. 1995; Bialek etlal. 2001; Borgani €2802), a number of groups have
studied the effect of introducing also cooling (e.g. Katz &i&|1993] Lewis et al. 2000;
Muanwong et gl. 2001; Davé etlal. 2002; Tornatore 2t al./PGf3nore realistic sources of
energy feedback (e.g., Borgani et al. 2004; Kay &t al. 20@gdiet al. 2007a; Sijacki etlal.
2007), of thermal conduction (e.g., Dolag et al. 2004), ambo—thermal pressure support
from magnetic fields (e.d., Dolag et al. 2001) and cosmic (ayg | Pfrommer et &l. 2007).

In this paper, we will review the recent advancement peréatmn this field of computa-
tional cosmology and critically discuss the comparisomien simulation predictions and
observations, by restricting the discussion to the theeffatts. As such, this paper com-
plements the reviews hy Borgani etlal. 2008 - Chapter 18 ubilisme, which reviews the
study of the ICM chemical enrichment andlby Dolag et al. 2008hapter 15, this volume,
which reviews the study of the non-thermal properties ofl@lé from simulations. We
refer to the reviews by Dolag etlal. 2008a - Chapter 12, thisme for a description of the
techniques of numerical simulations and by Kaastralet 818 2@Chapter 9, this volume for
an overview of the observed thermal properties of the ICM.

The scheme of the presentation is as follows. In $dct. 2 weflpriiscuss the self—
similar model of the ICM and how the action of non—gravitatibheating and cooling are
expected to alter the predictions of this model. Ject. Iaadedview the results obtained
on the comparison between observed and simulated scalatgres and profiles of X—ray
observable quantities, respectively. In SEkt. 5 we suns@amd critically discuss the results
presented.

2 Modelling the ICM
2.1 The self-similar scaling

The simplest model to predict the observable propertieheflEM is based on the as-
sumption that gravity only determines the thermodynanpeaperties of the hot diffuse gas
(Kaiser 1986). Since gravity does not have preferred scalegxpect clusters of different
sizes to be the scaled version of each other. This is themeaspthis model has been called
self-similar.

If, at redshiftz, we defineM,. to be the mass contained within the radids, encom-
passing a mean densitl times the critical densityc(z), thenMa. O pc(z)Acrgc. The
critical density of the universe scales with redshifpa&) = p.0E?(z), whereE(z) is given
by

E@) = [(14+2°Qm+ (1+22Qc+ 2], (1)



whereQn, andQ, are the density parameters associated to the non-retiativiatter and to
the cosmological constant, respectivedy, = 1— Qn, — Q4 and we neglect any contribution
from relativistic species.

Therefore, the cluster sizg scales withz andMga asrac O MéfE*m(z), so that,
assuming hydrostatic equilibrium, cluster mass scalds teihperaturd as

Mae O T¥2E71(2). )

If pgasis the gas density, the corresponding X—ray luminosity is

Ly —/VGL:;)ZA(T)W, 3)

whereA (T) O T2 for pure thermal Bremsstrahlung emission. If gas accrdtagyawith
DM by gravitational instability during the formation of tlduster halo, then we expect that

Pgadr) O ppm(r), so that
Lx O MagpcTY2 0 T?E(2). (4)

Another useful quantity characterising the thermodynamjoperties of the ICM is
the entropyl(Voit 2005) which, in X—ray studies of the ICMyisually defined as

K — "BiTz/s )
HMpPgas

where lg is the Boltzmann constang, the mean molecular weight«(0.58 for a plasma of
primordial composition) and, the proton mass. With the above definition, the quarkity
is the constant of proportionality in the equation of stetarmadiabatic mono-atomic gas,
P= Kpgég. Using the thermodynamic definition of specific entrapy; oy In(P/ng’ég) (ov:
heat capacity at constant volume), one obtairskg InK3/2 + s, wheres is a constant.
Another quantity, often called “entropy” in the clusteeliature, which we will also use in

the following, is
S=ksTne 2, (6)

whereng is the electron number density. According to the self—simmhodel, this quantity,
computed at a fixed overdensify;, scales with temperature and redshift according to

S O0T(1+2)2 (7)

As already mentioned in the introduction, a number of oletéraal facts from X-ray
data point against the simple self—similar picture. Themte slope of thé.x—T relation
(Markevitch 1998}, Arnaud & Evrard 1999; Osmond & Ponman 2004 O T with a ~ 3
for clusters and possibly larger for groups, the excesopwtin poor clusters and groups
(Ponman et al. 2003; Pratt & Arnaud 2005; Piffaretti ei al0%0and the decreasing trend
of the gas mass fraction in poorer systems (Lin €t al. 2008d&=on et al. 2003) all point
toward the presence of some mechanism which significarfégtafthe ICM thermodynam-
ics.
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Fig. 1 Profiles of reduced entrop$/T, for non—radiative simulations (from_Borgani eilal. 200The left
panel is for simulations including only gravitational hiegt the central panel is for runs including SN feed-
back as predicted by a semi—analytical model of galaxy ftionand the right panel is with pre—heating with
an entropy threshold at redshift= 3. Solid, short—dashed and long—dashed curves are for a 2lkstér,
for a 1 keV group and for a 0.5 keV group, respectively. Theedbstraight line in the left panel shows the
analytical prediction by Tozzi & Norman (2001) for the emtygorofile associated to gravitational heating.

2.2 Heating and cooling the ICM

The first mechanism, that has been introduced to break the d€lsimilarity, is non—
gravitational heating (e.q. Evrard & Hefry 1991; Kaiser 1.980zzi & Normain 2001). The
idea is that by increasing the gas entropy with a given exdedihg energy per gas particle
E;, prevents gas from sinking to the centre of DM halos, therglojucing gas density and
X-ray emissivity. This effect will be large for small systepnwhose virial temperature is
ksT < Ep, while leaving rich clusters with T > E;, almost unaffected. Therefore, we
expect that the X—ray luminosity and gas content are reltisnore suppressed in poorer
systems, thus leading to a steepening ofitkeT relation.

The notion of non—gravitational heating has been first imglisted in non-radiative (i.e.
neglecting the effect of cooling) hydrodynamical simwas by either injecting entropy in
an impulsive way at a given redshift (Navarro et al. 1995 jdkat al. 2001), or by adding
energy in a redshift-modulated way, so as to mimic the rat8Mfexplosions from an
external model of galaxy formation_(Borgani etlal. 2002)Fig.[d we show the different
efficiency that different heating mechanisms have in breakiie self-similar behaviour of
the entropy profiles in objects of different mass, rangimgrfia Virgo—like cluster to a poor
galaxy group. According to the self-similar model, the pesfiof reduced entropys/T,
should be independent of the cluster mass. This is confirmdtiebleft panel, which also
shows that these profiles have a slope consistent with tledighed by a model in which
gas is shock heated by spherical accretion in a DM halo, uthdeeffect of gravity only
(Tozzi & Normamn 2001). The central panel shows instead tfezebf adding energy from
SN, whose rate is that predicted by a semi—analytical mofighlaxy formation. In this
case, which corresponds to a total heating energy of ab8uke//particle, the effect of
extra heating starts being visible, but only for the smadistem. It is only with the pre—
heating scheme, based on imposing an entropy floor of 50 ké¥/ ttat self—similarity is
clearly broken. While this heating scheme is effective iproelucing the observedy—T
relation, it produces large isentropic cores, a predictibith is at variance with respect to
observations (e.d., Donahue et al. 2006).
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Fig. 2 Left panel: the relation between entropy and temperaturgds having a fixed value of the cooling
time (from[MVoit & Bryan| 2001). The crosses with error bars abservational data on the entropy measured
at one—tenth of the virial radius for clusters and groups bgrfan et al.|(1999). Right panel: a compari-
son between observations (error bars with crosses; Ponadn£999) and simulations, including radiative
cooling and star formation (numbers), for the entropy inc¢hatral regions of galaxy groups and clusters.
The solid line shows the prediction of the self—similar mdffem [Davé et al. 2002).

Although it may look like a paradox, radiative cooling haielso suggested as a
possible alternative to non—gravitational heating toease the entropy level of the ICM
and suppressing the gas content in poor systems. As ofiggwadgested by Voit & Bryan
(2001), cooling provides a selective removal of low—engrgas from the hot X—ray emitting
phase (see also Wu & Xue 2002). As a consequence, while thalgdatropy of the baryons
decreases, the entropy of the X—ray emitting gas incre@beésis illustrated in the left panel
of Fig.[2 (from_\Voit & Bryanl2001). In this plot, each of the tveorves separates the upper
portion of the entropy—temperature plane, where the gaxdaling time larger than the
age of the system, from the lower portion, where gas withtstmoling time resides. This
implies that only gas having a relatively high entropy widl bbserved as X-ray emitting,
while the low—entropy gas will be selectively removed byiaside cooling. The comparison
with observational data of clusters and groups, also redart this plot, suggests that their
entropy level may well be the result of this removal of lowtrepy gas operated by radiative
cooling. This analytical prediction has been indeed cordirny radiative hydrodynamical
simulations. The right panel of Fifl 2 shows the results efgtlmulations by Davé et al.
(2002) on the temperature dependence of the central entfoglysters and groups. Quite
apparently, the entropy level in simulations is well abdwe prediction of the self-similar
model, by a relative amount which increases with decredeimgerature, and in reasonable
agreement with the observed entropy level of poor clustedsgaoups.

Although cooling may look like an attractive solution, itffeus from the drawback that
a too large fraction of gas is converted into stars in theresef a source of heating energy
which regulates the cooling runaway. Indeed, while obs&ma indicate that only about 10
per cent of the baryon content of a cluster is in the stellasph(e.gl, Balogh etlal. 2001;
Lin et al.|2003), radiative simulations, like those showrfig.[2, convert into stars up to
~ 50 per cent of the gas.



Another paradoxical consequence of cooling is that it iases the temperature of the
hot X—ray emitting gas at the centre of clusters. This is shiovihe left panel of Fid.]3 (from
Tornatore et al. 2003), which compares the temperaturegsdér the non—radiative run of
a Virgo—like cluster with a variety of radiative runs, baseddifferent ways of supplying
non—gravitational heating. The effect of introducing @oglis clearly that of steepening
the temperature profiles in the core regions, while leavinmpéhanged at larger radii. The
reason for this is that cooling causes a lack of central pressupport. As a consequence,
gas starts flowing in sub-sonically from more external regjahereby being heated by
adiabatic compression. As we shall discuss in $éct. 4, ¢hisife of cooling makes it quite
difficult to reproduce the structure of the cool cores obséin galaxy clusters.

Steepening of the central temperature profiles and ovengpake two aspects of the
same problem. In principle, the solution to this problemutidoe provided by a suitable
scheme of gas heating which regulates star formation, whidataining pressurised gas
in the hot phase. The right panel of Fig. 3 compares the tesyrer-density phase dia-
grams for gas particles lying in the central region of an Sétiulated cluster, when using
two different feedback efficiencies. The two simulationduile cooling, star formation and
feedback in the form of galactic winds powered by SN explosjdollowing the scheme in-
troduced by Springel & Hernquist (2003a). The upper (greew) the lower (red) clouds of
high temperature particles correspond to a wind velocityaffkms* and of 1000kms?,
respectively. This plot illustrates another paradoxidédat: in the same way that cooling
causes an increase of the temperature of the hot phaseyisigpphergy with an efficient
feedback causes a decrease of the temperature. The reatius fe that extra energy com-
pensates radiative losses, thereby maintaining the peesapport for gas which would oth-
erwise have a very short cooling time, thereby allowing &dovive on a lower adiabat. It is
also worth reminding that cooling efficiency increases wlith numerical resolution (e.g.,
Balogh et all. 2001.; Borgani etlal. 2006). Therefore, for afeek mechanism to work prop-
erly, it should be able to stabilise the cooling efficiencyaimay which is independent of
resolution.

In the light of these results, it is clear that the observedt laf self—similarity in the
X—ray properties of clusters cannot be simply explainedhengrounds of a single effect.
The emerging picture is that the action of cooling and of feett energy, e.g. associated
to SN explosions and AGN, should combine in a self-regulatag As we shall discuss
in the following sections, hydrodynamical simulations afaxy clusters in a cosmological
context demonstrate that achieving this heating/cooliaigrxre is not easy and represents
nowadays one of the most challenging tasks in the numetigdy ©f clusters.

As an example, we show in Figl 4 how the gas density of a siedilaluster changes,
both atz= 2 (left panels) and at = 0 (right panels), when cooling and star formation
are combined with different forms of non—gravitational tireg (from|Borgani et al. 2005).
The comparison of the top and central panels shows the efféctreasing the kinetic en-
ergy carried by galactic outflows by a factor of six. The sgranwinds are quite efficient
in stopping star formation in the small halos, which are veasbut, and make the larger
ones slightly puffier, while preserving the general streetof the cosmic web surrounding
the Lagrangian cluster region. Comparing the top and theimopanels shows instead the
effect of adding to galactic winds also the effect of an gmgrbioor. Although the energy
budget of the feedback schemes of the central and bottomsparequite comparable, the
effect of the gas distribution is radically different. Ingiog an entropy floor at = 3 with
an impulsive heating generates a much smoother gas dersitypation, both az = 2 and
atz= 0. In this case, the filamentary structure of the gas dididhus completely erased,
while only the largest halos are able to retain part of thes gontent. This demonstrates
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Fig. 3 Left panel: temperature profiles from hydrodynamical satiohs of a~ 3 keV galaxy cluster. In all
panels the dotted and the solid curves correspond to a na@tivadrun and to a run including cooling and
star formation. The other curves are for different recipegas heating (from_Tornatore et al. 2003). Right
panel: the relation between temperature and overdensityaf®o particles within Orkgo for SPH simulations

of a cluster of mass- 10*h~IM,. Upper (green) points are for a run which includes feedbactugh
galactic winds with a velocity of 500 km$, while the lower (red) points are for a run based on assum-
ing stronger winds (sw), with a twice as large velocity. Baths include a model of chemical enrichment
(Borgani et al. 2008 - Chapter 18, this volume) which assuandsitial Mass Function for star formation by
Arimoto & Yoshil|1987 (AY). The points in the bottom right auer are star—forming gas particles.

that a fixed amount of energy feedback can provide largelgréifit results on the ICM ther-
modynamical properties, depending on the epoch and on tietget which it is released.

3 Scaling relations

So far, we have qualitatively discussed how simple modelprefheating and radiative
cooling can reproduce the observed violation of self-sirtil in the X—ray properties of
galaxy clusters. In this and in the following sections wd faitus the discussion on a more
detailed comparison between simulation results and ohsenal data, and on the implica-
tions of this comparison on our current understanding offtleelback mechanisms which
regulate star formation and the evolution of the galaxy fetmn. As a starting point for the
comparison between observed and simulated X-ray clustpepies, we describe how ob-
servable quantities are computed from hydrodynamical lsitians and how they compare
to the analogous quantities derived from observational.dat

As for the X—ray luminosity, it is computed by summing the tinutions to the emis-
sivity, &, carried by all the gas elements (particles in a SPH run alisl icean Eulerian
grid—based run)Lx = ¥; &, where the sum extends over all the gas elements within the
region wherd_x is computed. The contribution from tlieh gas element is usually written
as

& = NeiMniA(Ti, Z)dVi, (8)

whereng;j andny ; are the number densities of electrons and of hydrogen atesysctively,
associated to theth gas element of given density, temperaturel; and metallicityZ;.



Fig. 4 The maps of the gas density for simulations of a Virgo-likestdr atz= 2 andz = 0 (left and
right panels, respectively), including cooling, star fation and different forms of non—gravitational heating.
Upper panels are for a run which includes galactic winds witrelocity of about 340km<, the central
panels is for galactic winds with velocity of about 830kmsand the bottom panels is for galactic winds
as in the top panels, but also adding a pre—heating with anpnthreshold of 100 keV cfhat z = 3. At
z=0 the size of the box is of 1Zh~*Mpc, while atz= 2 is corresponds to 1%h~Mpc comoving (from
Borgani et al. 2005).
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FurthermoreA (T, Z) is the temperature— and metallicity—dependent coolingtfan (e.g.,
Sutherland & Dopita 1993) computed within a given energydhavhile d/; = my/p; is the
volume of thei-th gas element, having mass.

As for the temperature, different proxies to its X-ray oliaional definition have been
proposed in the literature, which differ from each otherhie £xpression for the weight
assigned to each gas element. In general, the ICM tempereduarbe written as

YWT;

T
whereTi is the temperature of thegas element, which contributes with the weight The
mass—weighted definition of temperatufig,,, is recovered fow; = my (m;: mass of the
i-th gas element), which also coincides with the electromtatureT, for a fully ionised
plasma. A more observation—oriented estimate of the ICMp&gature is provided by the
emission-weighted definitiog,, which is obtained fow;, = & (e.g., Evrard et al. 1996).
The idea underlying this definition is that each gas elemieotilsl contribute to the overall
spectrum according to its emissivity.

Mazzotta et al.[(2004) pointed out that the thermal compfexi the ICM is such that
the overall spectrum is given by the superposition of sé\@rgle—temperature spectra,
each one associated to one thermal phase. In principleuffe®osition of several single—
temperature spectra cannot be described by a single—tatapespectrum. However, when
fitting it to a single—temperature model in a typical finiteergy band, where X—ray tele-
scopes are sensitive, the cooler gas phases are relatiegly important in providing the
high—energy cut—off of the spectrum and, therefore, inrd@téng the temperature result-
ing from the spectral fit. In order to account for this effédiazzotta et al.| (2004) intro-
duced a spectroscopic-like temperaturg, which is recovered from EdJ] 9 by using the
weightw; = pm T?3/2, By usinga = 0.75, this expression fofs was shown to reproduce
within few percent the temperature obtained from the spscbpic fit, at least for clusters
with temperature above 2—3 keV. More complex fitting exgmsshave been provided by
Vikhlinin! (2006), who generalised the spectroscopic—tiémperature to the cases of lower
temperature and arbitrary metallicity.

3.1 The luminosity—temperature relation

TheLx—T relation represented the first observational evidencenagie self-similar model.
This relation has been shown by several independent asatybave a slopd,y O TY, with
a~3forT > 2keV (e.g.. White et al. 1997), with indications for a flattento o < 2.5 for

the most massive systems (Allen & Fallian 1998). The scattiis relation is largely con-
tributed by the cool-core emission, so that it significad¢greases when excising the cores
(Markevitchl 1998) or removing cool—core systeins (Arnaud\&ad| 1999). A change of
behaviour is also observed at the scales of grouips,2 keV, which generally displays a
very large scatter (Osmond & Ponman 2004).

Hydrodynamical simulations hy Bialek et al. (2001) and byd&mi et al.|(2002) demon-
strated that simple pre—heating models, based on theimject entropy at relatively high
redshift, can reproduce the observed slope olLthel relation| Davé et all (2002) showed
that a similar result can also be achieved with simulatiociding cooling only, the price
to be paid being a large overcooling. Muanwong étlal. (200@) Bornatore et al! (2003)
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Fig. 5 Left panel: The relation between bolometric X—ray lumitpsind emission—-weighted temperature for
simulations by Borgani et al. (2004), including coolingrsformation and feedback in the form of galactic
winds (green circles), compared with observational datacliasters [(Arnaud & Evrard 1999: Markevitch
1998) and groups (Helsdon & Ponman 2000). Right panel: fatior between X—ray luminosity, estimated
outside the core regions, and the spectroscopic—like teatyre, for simulations which include cooling, star
formation and a form of “targeted” feedback (from Kay €l &02). Observational data for clusters are the
same as in the left panel.

demonstrated that combining cooling with pre—heating rioden eventually decrease the
total amount of stars to an acceptable level, while stilvflimg a slope of théx—T relation
close to the observed one.

In Fig.[3 we show the comparison between observations andlaions in which the
non—gravitational gas heating assumes the energy budgkt available by the SN explo-
sions, whose rate is computed from the simulated star feasmaate. The left panel shows
the results from the SPHADGET simulations by Borgani et al. (2004). These simulations
included the same model of kinetic feedback used in the sitiouls shown in the top panel
of Fig.[4. This feedback model was shown |by Springel & Heran(2003b) to be quite
successful in producing a cosmic star formation historyilainto the observed one. Quite
apparently, these simulations provided a reasonabldaelat the scale of cluster3, > 3
keV, while failing to produce slope and scatter at the schigaups.

The right panel show the results by Kay et al. (2007), whidséhauthors plotted only
for systems withT > 2 keV. Kay et al. also used SPH simulations based orGipeET
code, but with a different feedback scheme. In this schemexgg made available by SN
explosions is assigned in a “targeted” way to suitably cha@ses particles, which surround
the star—forming regions, so that their entropy is raiseslicth a way to prevent them from
cooling. Therefore, while the amount of energy is self-tiratly computed from star
formation, the way in which it is thermalised to the gas iahly tuned. These simulations
predict a too high normalisation of the—T relation. This result is interpreted by Kay et al.
(2007) as due to the fact that their simulations producedaotémperatures for clusters of
a given mass, as a consequence of the incorrect cool-cootst.

Besides the slope of the lodat—T relation, also its evolution carries information about
the thermodynamical history of the ICM. Thanks to the insieg statistics of distant clus-
ters observed in the last years with Chandra and XMM—-Nevaarnymber of authors anal-
ysed this evolution out to the highest redshifts; 1.3, where clusters have been detected so
far. These analyses generally indicate that the amplitfitteedx—T relation has a positive
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Fig. 6 Left panel: A comparison of the evolution of tHe—T relation for the simulated clusters by
Borgani et al.|(2004) and the Chandra data analysed by Ettaii (2004b) (from_Ettori et al. 2004a). The
“plus” symbols are the relation at= 0, with the dotted and the dashed lines providing the beselitions
when the slope is kept fixed at 2 and is left free, respectivEfye squares, the triangles and the crosses
show the simulation results at= 0.5, 0.7 and 1, respectively. The small and the big dots showliserva-
tional data at ® < z< 0.8 and atz > 0.8, respectively. The lower panel shows the ratio betweemiba-
sured luminosities at= 0 (“plus” symbols) and at = 1 (crosses) and the corresponding best-fitting power
laws. Right panel: normalisation of the—T relation as a function of redshift, for the simulated clustey
Muanwong et &l.| (2006) in the radiative run with no feedbamiid line), in a run including an impulsive
pre—heating at = 4.5 (dashed line), and in a run including a form of “targeteddiack (dot—dashed line).

evolution out toz ~ 0.5-0.6 (e.g. Arnaud et al. 2002; Lumb etlal. 2004; Kotov & Vikim
2005), with hints for a possible inversion of this trend ajh@r redshift (e.g. Ettori et al.
2004b; Maughan et &l. 2006; Branchesi et al. 2007). In thesrgidt of interpreting these re-
sults, Voit (2006) showed that radiative cooling, combingth a modest amount of pre—
heating with extra entropy, predicts an evolution oftkeT relation slower than that of the
self-similar model, also with an inversion of the trend afhhiedshift. Although in quali-
tative agreement with observations, these models haveveowéficulties in following the
observed positive evolution at< 0.5 (e.g., see Fig. 14 hy Maughan el al. 2006).

As for the comparison with numerical predictions, Ettorakt2004a) analysed the evo-
lution of theLx—T relation from the radiative simulation by Borgani et al. 029, which
includes the effect of SN feedback in the form of galacticdginAs a result, they found that
the normalisation of this relation for the simulated clustat high redshift is higher than
for real clusters (see left panel of FId. 6). Muanwong etl2006) analysed three sets of
simulated clusters, based on radiative cooling only, onpgasheating at high redshift and
on the same “targeted” SN feedback model used by Kay et d@)7(2@s shown in the right
panel of Fig[6, they found that these three models preditker different evolutions of the
Lx—T relation, thus confirming it to be a sensitive test for thettedynamical history of
the ICM. However, so far none of the numerical models progasable to account for the
observational indication for an inversion of thg—T evolution atz~ 0.5. This represents
still an open issue, whose implications for a realistic niiaul of the ICM physics are still
to be understood.
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3.2 The mass—temperature relation

The relation between total collapsed mass and temperaagedteived much consider-
ation both from the observational and the theoretical sidejew of its application for
the use of galaxy clusters as tools to measure cosmologialheters (e.g., Voit 2005;
Borganil 2006). The relation between ICM temperature anal toass should be primar-
ily dictated by the condition of hydrostatic equilibriumoiRthis reason, the expectation is
that this relation should have a rather small scatter andhgensitive to the details of the
heating/cooling processes. For a spherically symmetstesy, the condition of hydrostatic
equilibrium translates into the mass estimator (e.q. SAE83)

_ rkgT(r) [dInpgagr) dInT(r)
Gumy dlinr dlinr

M(<r) = (10)
HereM(< r) is the total mass within the cluster-centric distancehile T (r) is the tem-
perature measured atAs shown in the previous section, the processes of heetialifig
are expected to modify the gas thermodynamics only in theaestuster regions, while the
bulk of the ICM is dominated by gravitational processessTiiplies that, in principle, the
total mass estimate from Hg.]10 should be rather stable. tawsince theX—ray spectro-
scopic temperature is sensitive to the thermal complexithe ICM in the central regions
(e.g.Mazzotta et &l. 2004), a change of temperature argitggmofile in these regions may
translate into a sizable effect in the mass—temperatuatioelprovided by Ed.10.

Eq.[10 has been often applied in the literature by modellggas density profile with
a B—model (Cavaliere & Fusco-Femiano 1976),

P
[1+(r/re)2 P/

wherer is the core radius, and assuming either isothermal gas olytrquuic gas,pgas
TY-1, to account for the presence of temperature gradientsidicéise, E4._10 can be recast
in the form

Pgadl) = (11)

~ 4 () _r (r/rc)?

M(<r) ~ 1.1x 10 /3yW A TNipe T (r/ro)? (12)

Based on the analysis of non—radiative cluster simulatiokindlerl(1996) and Evrard et al.
(1996) argued that the X—ray temperature provides a ratkeige determination of the clus-
ter mass, with an intrinsic scatter of only about 15 per cerdga. [Finoguenov et all (2001)
applied EqIR to ROSAT imaging and ASCA spectroscopic daa also Nevalainen et al.
2000). They found that the resultind—T relation has a normalisation about 40 per cent
lower than that from the simulations by Evrard et al. (19%8)hough introducing the ef-
fect of cooling, star formation and SN feedback provides p@0cent lower normalisa-
tion, this was not yet enough to recover agreement with eaiens. Independent analy-
ses|(Muanwong et &l. 2002; Borgani et al. 2004) showed thayimg to simulated clusters
Eq.[12, which is used to estimate masses of real clusteds teaa mass underestimate of
about 20 per cent. This bias in the mass estimate is enougtingp the simulated and the
observedV-T relations into reasonable agreement. These analyses titebased on the
emission—-weighted temperature in the simulation analysis

Rasia et al.| (2005) showed that using the spectroscopec-déinition, Ty, leads to a
mass underestimate of up+e30 per cent with respect to the true cluster mass. This rissult
shown in Fig[Y. The left panel reports the relation betwkgfor simulated clusters and the
true total cluster mass, also compared with the obsel«eH relation by Finoguenov et al.

T
k
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Fig. 7 The relation between mass and spectroscopic-like temperaithinrsgy. Red circles and green tri-
angles are for simulations, which include cooling, stanfation and feedback from galactic winds, while
squares with error bars are the observational data by Farmmyuet al. (2001). Left pandilsgg exactly com-
puted by summing the mass of all the particles withgy. Right panelMsgg estimated as in the observational
data, by using the equation of hydrostatic equilibrium fgodytropic B—model. From Rasia et al. (2005).

(2001). Quite apparently, the relation from simulatiores livell above the observational
one. However, this difference is much reduced in the rigimepavhere the masses of the
simulated clusters are computed by applying[Ed. 12. Theorefas this difference between
“true” and “recovered” masses is partly due to the violatimydrostatic equilibrium, as-
sociated to subsonic gas bulk motions (e.g., Rasialet ad;208gai et al. 2007b) and partly
to the poor fit provided by thB—model (e.g., Ascasibar et/al. 2003) when extended to large
radii. It is also interesting to note that the mass estimatdtq.[12 also under-predicts the
intrinsic scatter of theM—T relation from the simulations. This is due to the fact that th
equation of hydrostatic equilibrium imposes a strong datien between ICM temperature
and total mass. Any scatter is then associated to a clugtelubter variation of the param-
etersf3 andy, which may not be fully representative of the diversity of iCM structure
among different objects.

Using XMM—-Newton and Chandra data, different authors (éA@gnaud et all 2005;
Vikhlinin et all |2005) applied the equation of hydrostatgu#ibrium by avoiding the as-
sumption of a simple beta—model for the gas density profieaAesult, the observed and
the simulatedV—T relations turned out to agree with each other, especialrgimulated
clusters are analysed in the same way as real clustersiRasia et al. 2006; Nagai et al.
2007b). The left panel of Fif] 8 shows the comparison betwieeobservational results by
Arnaud et al.|(2005) and simulations. Here the discreparityr@spect to the non—radiative
runs by Evrard et al! (1996) is alleviated when including éffect of star formation and
SN feedback| (Borgani etal. 2004). In a similar way, the rigabel shows the compari-
son between the observddT relation byl Vikhlinin et al. |[(2005) and the simulations by
Nagai et al.|(2007a) who computed cluster masses by usirgpthe method applied to the
Chandra data. This plot further demonstrates the good ¢éegreement between simulated
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Fig. 8 Left panel: the observed mass—temperature relatiogogfor nearby clusters observed with XMM—
Newton, compared witM—T relations from simulations (from Arnaud etal. 2005). Thidsline is the best

fit to observations, while the dotted line is the best fit omhatsubsample of hot clusters. The short-dashed
line is the relation from the non—radiative simulations| byrdfd et al. [(1996), while the long—dashed line
is the relation from the radiative simulations by Borganaket2004). Right panel: thBI-T relation atrspg
from the radiative simulations by Nagai et al. (2007a);lescz = 0; squaresz = 0.6, which include cooling,
star—formation and an inefficient form of SN feedback, corapao Chandra observations for a set of nearby
relaxed clusters by Vikhlinin et al._ (2005); stars with erlmars. Masses of simulated clusters have been
computed by using the same estimator, based on the hydcostpiilibrium, applied to the Chandra data.
Masses of both simulated and observed clusters have bemie@svith redshift according to the evolution
predicted by the self-similar model.

and observedA-T relation, once the 15-20 percent violation of hydrostagjgikorium is
taken into account.

3.3 The mass—"pressure” relation

To first approximation, the ICM can be represented by a smgastdistribution in pressure
equilibrium within the cluster potential well. Thereforie expectation is that gas pres-
sure should be the guantity that is more directly correlétetthe total collapsed mass. For
this reason, any pressure—related observational quahiityld provide a robust minimum-—
scatter proxy to the cluster mass. One such observable i€dh#ptonisation parameter,
measured through the Sunyaev-Zeldovich effect (SZE;€aylstrom et al. 2002, for a re-
view), which is proportional to the ICM pressure integratddng the line of sight. Ob-
servations of the SZ effect are now reaching a high enouglitgder extended sets of
clusters, to allow correlating the SZ signal with X-ray atvable quantities. For instance,
Bonamente et al. (2007) analysed a set of 38 massive clusttrs redshift range.04 <
z2<0.89, for which both SZE imaging from the OVRO/BIMA interferetnic array and
Chandra X—ray observations are available. As a result, tayd that the slope and the
evolution of the scalings of the Comptonisation parametiéh gas mass, total mass and
X-ray temperature are all in agreement with the predictitthe self-similar model.

In an attempt to provide an X-ray observable related to tlesgure, Kravtsov et al.
(2006) introduced the quantityy = MgasT, defined by the product of the total gas mass
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Fig. 9 Left panel: the relation betweefx = MgasTx andMsgo. Points with error bars are for Chandra obser-
vational data (from_Nagai etlal. 2007a). Masses of simulalesters have been computed by using the same
estimator, based on the hydrostatic equilibrium, applethe Chandra data. Masses of both simulated and
observed clusters have been rescaled with redshift acgptdithe evolution predicted by the self-similar
model. Right panel: the relation betwegpnand theX—ray luminosity, both estimated withiggo, for a set of
clusters at (L < z < 1.3 extracted from the Chandra archive (from Maughan 2007hibasities have been
rescaled according to the redshift dependence expectedsketd—similar evolution.

times the temperature, both measured within a given agei\th this definitionYx repre-
sents the X—ray counterpart of the Compioparameter, measured from the SZ effect. By
computing this quantity for a set of simulated clusters Msav et al. [(2006) showed that
Yx has a very tight correlation with the cluster mass, with aadsmbly small scatter of only
8 per cent. The application to Chandra observations of afsetarby relaxed clusters also
shows that this relation has a comparably small scatteiinrigace masses of simulated and
observed clusters are computed by applying the same hgtimestimator, the normalisa-
tion of theYx—M relation from models and data closely agree with each otilagdi et al.
2007a; see left panel of Figl 9). Since mass is determingusrcase from temperaturég
andM are not independent quantities and, therefore, the s@atteeir scaling relation may
be underestimated.

Maughan|(2007) computett for an extended set of clusters extracted from the Chandra
archive, in the redshift rangeD< z < 1.3. The results of his analysis, shown in the right
panel of Figl®, indicate tha is also tightly correlated with the X—ray luminosity thrdug
relation which evolves in a self-similar way. Again, sinbe gas mass is obtained from the
X-ray surface brightnes¥y andLy are not independent quantities, thus possibly leading to
an underestimate of the intrinsic scatter in their scaleigtion.

3.4 The gas mass fraction

The measurement of the baryon mass fraction in nearby galegters has been recognised
for several years to be a powerful method to measure the dogival density parameter
(e.g., White et al. 1993; Mohr etlal. 1999), while its redshkifolution provides constraints
on the dark energy content of the Universe (e.g., Allen e2@02; Ettori et al. 2003, and
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Fig. 10 Left panel: the gas fraction (filled circles) and the barymction (open circles) for cluster simula-
tions which include cooling and star formation. Squaregcaté runs where cooling is switched offat: 2,
while triangles are for non-radiative simulations (fromakisov et al. 2005). Right panel: the gas fraction
(diamonds) and the baryon fraction (circles) withigo for SPH simulations of clusters, which include dif-
ferent gas physics. G: gravitational heating only; GV: Gwétscheme for reduced SPH gas viscosity; FwW:
radiative runs with feedback and weak galactic winds; Fw\ikg: FwW with also thermal conduction, with
an efficiency of one-third of the Spitzer value; F: radiativas with no winds; FsW: radiative runs with
strong winds. Blue, green and red symbols refer to redshift€, 0.7 and 1 (from Ettori et al. 2006). The
shaded area indicates the range of values of the observéchgtsn (Ettori & Fabian 1999).

references therein). Since diffuse gas dominates the bamdget of clusters, a precise
measurement of the ICM total mass represents a fundaméepeinsthe application of this
cosmological test. While this method relies on the basicragsion that all clusters con-
tain baryons in a cosmic proportion, a number of observatienidences show that the
gas mass fraction is smaller in lower temperature systeinsefial.2003; Sanderson et al.
2003). This fact forces one to restrict the application ® itost massive and relaxed sys-
tems. In addition, since X—ray measurements of the gas medsoh are generally available
only out to a fraction of the cluster virial radius, the qimstthen arises as to whether
the gas fraction in these regions is representative of tlsenmovalue. Indeed, observa-
tional evidence has been found for an increase of the gas fire$i®n with radius (e.g.,
Castillo-Morales & Schindler 2003).

In this respect, hydrodynamical simulations offer a wayhieak how the gas mass is
distributed within individual clusters and as a functiontloé cluster mass, thus possibly
providing a correction for such biases. Indeed, Allen e(2004) resorted to the set of SPH
clusters simulated by Eke et/gl. (1998) to calibrate theetion factor that one needs to
apply to extrapolate the baryon fraction computedoggo, which is the typical radius at
which it is measured, to the cosmic value. However, sinceghbt of simulations does not
include the effects of cooling, star formation and feedblae&ting, it is not clear whether
they provide a reliable description of the gas distributidthin real clusters.

Kravtsov et al.|(2005) used high resolution simulationsdobon an Eulerian code, for
a set of clusters using both non-radiative and radiativesiphy They found that including
cooling and star formation has a substantial effect on tteé baryon fraction in the central
cluster regions, where it is even larger than the cosmicevaks shown in the left panel
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of Fig.[I0Q, at the virial radius the effect is actually ime=tt with the baryon fraction of
radiative runs lying below that of the non—radiative rumsatidition, they also compared
results obtained from Eulerian and SPH codes and found shealystematic, differences
between the resulting baryon fractions.

Ettori et al. (2006) performed a similar test, based on SPtlkitions, but focusing on
the effect of changing in a number of ways the descriptiomefélevant physical processes,
such as gas viscosity, feedback strength and thermal cbadu@he results of their anal-
ysis, which is shown in the right panel of Fig.]10, demonstiahat the baryon fraction is
generally stable but only at rather large radiirsoo. They also showed that changing the
description of the relevant ICM physical processes chatigesxtrapolation of the baryon
fraction from the central regions, relevant for X—ray measents, while also slightly af-
fecting the redshift evolution.

On the one hand, these results show that simulations caneleasscalibration instru-
ments for cosmological applications of galaxy clustersti@nother hand, they also demon-
strate that for this calibration to reach the precision mexglito constrain the dark energy
content of the Universe, one needs to include in simulatibeselevant physical processes
which determine the ICM observational properties.

4 Profiles of X—ray observables
4.1 The temperature profiles

Already ASCA observations, despite their modest spat&dltgion, have established that
most of the clusters show significant departures from isothéty, with negative temper-
ature gradients characterised by a remarkable degree d&siy out to the largest radii
sampled (e.gl, Markevitch etlal. 1998). Besides confirmimgpresence of these gradients,
Beppo—SAX observations (elg. De Grandi & Molendi 2002) siathat they do not extend
down to the innermost cluster central regions, where idsterisothermal regime is ob-
served, possibly followed by a decline of the temperatunatds the centre, at least for re-
laxed clusters. The much improved sensitivity of the Charsdtellite provides now a more
detailed picture of the central temperature profiles (&/ihlinin et all |2005; Baldi et &l.
2007). At the same time, a number of analyses of XMM—-Newtaeokations now consis-
tently show the presence of a negative gradient at padiilr,oo (e.9., Piffaretti et gl. 2005;
Pratt et all 2007, and references therein). Relaxed ctuster generally shown to have a
smoothly declining profile toward the centre, reaching galwhich are about half of the
overall virial cluster temperature in the innermost sampkgions, with non-relaxed clus-
ters having, instead, a larger variety of temperature g®fifhe emerging picture suggests
that gas cooling is responsible for the decline of the teatpee in the central regions,
while some mechanism of energy feedback should be resperisitpreventing overcool-
ing, thereby suppressing the mass deposition rate andshking star formation.

As for hydrodynamical simulations, they have shown to beegalty rather successful
in reproducing the declining temperature profiles outdidecbre regions (e.g., Loken ef al.
2002] Roncarelli et al. 2006), where gas cooling is relativeimportant. On the other hand,
as we have already discussed in Jecl. 2.2, including gamgduis the effect of steepening
the T— profiles in the core regions, in clear disagreement witreolagions. The problem
of the central temperature profiles in radiative simulagibas been consistently found by
several independent analyses (e.g. Valdarnini2003; Boedal. 2004} Nagai et al. 2007a)
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Fig. 11 Left panel: the temperature profiles in AMR simulations ofstérs (thick curves) and in real clusters
(thin curves). The simulation results are the average o¥@uinerical clusters. The solid line is for runs with
cooling and star formation, while the dashed line is for madiative simulations. The observational curves
are for clusters with different temperatures (from Nagaile2007a). Right panel: Temperature profiles at
z=1 (top) and az= 0 (bottom) from a set of SPH simulated clusters includingliogo star—formation
and a “targeted” scheme of SN feedback (from Kay &t al. 200&dian and 10/90 percentiles are shown.
Solid and dashed lines are for irregular and regular clsstespectively. The vertical dashed line indicates
the smallest scale which is numerically resolved. In thédnotpanel, the heavy green line shows the profile
from Chandra observations of cool core clusters (Vikhligirml. 2005), while the yellow shaded area is for a
XMM-Newton sample of nearby clusters (Pratt ef al. 2007).

and is interpreted as due to the difficulty that currentlylenpented feedback schemes have
in balancing the cooling runaway.

As an example, we show in the left panel of Higl 11 the comparisetween simu-
lated and observed temperature profiles, recently preséyt®lagai et al. (2007a), which
is based on a set of clusters simulated with an Adaptive Mefin@nent (AMR) code.
This plot clearly shows that the central profiles of simulatkisters are far steeper than the
observed ones, by an amount which increases when coolingtanfbrmation are turned
on. Although this result is in qualitative agreement withestresults based on SPH codes,
an eye-ball comparison with the left panel of Hifj. 3 showsgaificant difference of the
profiles in the central regions for the non—radiative rumsleed, while SPH simulations
generally show a flattening at< 0.1r,;, Eulerian simulations are instead characterised by
continuously rising profiles. While this difference is redd when cooling is turned on, it
clearly calls for the need of performing detailed comparisbetween different simulation
codes, in the spirit of the Santa Barbara Cluster CompaRsoject (e.g. Frenk et al. 1999),
and to understand in detail the reason for these differences

As discussed above, the steep temperature profiles prédiictee central regions wit-
ness the presence of overcooling. Viceversa, the fact tfiee@dback mechanism is able
to produce the correct temperature profiles does not guantitself that overcooling is
prevented. Indeed, Kay etlal. (2007) found that their “tedescheme of SN feedback pro-
duces temperature profiles which are in reasonable agréemittnobservations (see the
right panel of Fig[Ill). However, even with this efficientdeack scheme, the resulting
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stellar fraction within clusters was still found to be togj=> 25 per cent, thus indicating
the presence of a substantial overcooling in their simutati

Clearly, resolving the discrepancy between observed andlaied central temperature
profiles requires that simulations are able to produce tmeecbthermal structure of the
observed “cool cores”. This means that a suitable feedbdamlld compensate the radiative
losses of the gas at the cluster centre, while keeping it@itab1/3 of the virial tempera-
ture. A number of analyses converge to indicate that AGN lsh@present the natural solu-
tion to this problem. Considerable efforts have been speimivestigate how cooling can be
self—consistently regulated by feedback from a central AGstatic cluster potentials (e.g.,
Churazov et al. 2001; Omma etlal. 2004; Brighenti & Mathewde2(Bternberg et &l. 2007,
and reference therein), while only quite recently thesdisthave been extended to clusters
forming in a cosmological context (e.q., Heinz ef al. 2006 ci et all 2007). Although the
results of these analyses are quite promising, we stillflack detailed comparison between
observational data and an extended set of cosmologicalations of clusters, convincingly
showing that AGN feedback is able to provide the correct I@stmal structure for objects
spanning a wide range of masses, from poor groups to richiveadasters.

4.2 The entropy profiles

As already mentioned in Se€l. 2, a convenient way of chaiiattg the thermodynamical
properties of the ICM is through the entropy, which, in X—chyster studies, is usually de-
fined asS= T/ni/3 (see the review by Voit 2005, for a detailed discussion alieitrole

of entropy in cluster studies). Since the current numedeaktription of the heating/cooling
interplay in the central cluster regions is unable to repoedhe observed temperature struc-
ture, there is no surprise that simulations have difficsléilso in accounting for the observed
entropy structure. However, while the ICM thermodynamiseénsitive to complex phys-
ical processes in the core regions, one expects simulaiiofase much better in the outer
regions, say at > 0.2rpgp, Where the gas dynamics should be dominated by gravitdtiona
processes. This expectation is also supported by the agredyatween the observed and
the simulated slope of the temperature profiles outsidaarigsres.

If gravity were the only process at work, then the predictibrthe self—similar model
is thatSO T. Therefore, by plotting profiles of the reduced entrdp§T, one expects them
to fall on the top of each other for clusters of different tewgiures. However, observa-
tions revealed that this is not the case. Indications fronCASlata (Ponman et &l. 2003)
showed that entropy profiles of poor clusters and groups &avemnplitude which is higher
than that expected for rich clusters from the above scaliggraent. This result has been
subsequently confirmed by the XMM—Newton data analysed btt BrArnaud (2005) and
by Piffaretti et al.[(2005). Quite remarkably, a relativligher entropy for groups is found
not only in the central regions, where it can arise as a caregerp of the heating/cooling
processes, but extends to all radii sampled by X—ray obseng out to< 0.5r5q0. These
analyses consistently indicate ti&ifl T?, with a ~ 0.65, instead ofr = 1 as expected from
self-similar scaling.

Ponman et all (2003) and Voit et al. (2003) interpreted thitsopy excess in poor clus-
ters and groups as the effect of entropy amplification geeeray shocks from smoothed
gas accretion. The underlying idea is the following. In tr@drchical scenario for structure
formation, a galaxy group is expected to accrete from redbtismaller filaments and merg-
ing sub—groups than arich cluster does. Suppose now totireegas with a fixed amount of
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Fig. 12 Left panel: the profile of reduced entrof8,T, for a series of SPKADGET runs of one cluster and
three groups, including cooling, star formation and fee#lfaom galactic winds. The top panel is for runs
in which the winds have a velocity of about 360 kntswhile the bottom panel is for an extreme wind
model with a velocity of 830 kms! (from [Borgani et all 2005). The straight dotted line marks stope
SO R%% which is the bestfitting to the observed entropy profilesattR¥ Arnaud 2005/ Piffaretti et &l.
2005). Right panel: the relation between entropy computeghafor clusters and groups identified in AMR
ENZO cosmological simulations (from_Younger & Bryan 200gmpared with the observational results
by [Ponman et all (2003); symbols with error bars. Shown aue different cases of entropy injection at
z=10: no pre-heating (open triangles), 78 keV2dilled circles), 155 keV cra(stars), 311 keV cr(filled
triangles). The solid line is a power—law fit to the self-$amprediction from the simulations.

specific energy (or entropy). Such a diffuse heating will lieereffective to smooth the ac-
cretion pattern of a group than that of a rich cluster, just esnsequence of the lower virial
temperature of the structures falling into the former objét this case, accretion shocks
take place at a lower density and, therefore, are more effigiegenerating entropy. While
predictions from the semi—analytical approach by Voit £{(2003) are in reasonable agree-
ment with observational results, one may wonder whethesetipeedictions are confirmed
by full hydrodynamical simulations.

To tackle this problem, Borgani etlal. (2005) performed &seof SPH hydrodynami-
cal simulations of four galaxy clusters and groups, withgerature in the range 0.5-3 keV,
using both non-radiative and radiative runs, also expipaivariety of heating recipes. As
a result, they found that galactic ejecta powered by an exeeareely efficient SN feedback
are not able to generate the observed level of entropy aogildn. This result is shown in
the left panel of Fig_1l2 where the profiles of reduced entrangyplotted for the simulated
structures in the case of moderate (upper panel) and vesggsibottom panel) galactic
outflows. Borgani et al. also showed that only adding an ewtftoor atz = 3 provides
an efficient smoothing of the gas accretion pattern andefbe, a substantial degree of
entropy amplifications (see Figl 4). Although this diffusesheating provides an adequate
entropy amplification at large radii, the price to pay is ttme&t entropy level is substantially
increased in the central regions. This is at variance wigh-hiesolution Chandra measure-
ments of low entropy gas in the innermost cluster regiongre/it reaches values as low as
~ 10 keV cn? (Donahue et al. 2006).

A similar analysis has also been performed| by Younger & Br{2007), who used
a set of AMR non-radiative cosmological simulations perfed with the ENZO code
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(O’Shea et al._2004), with gas entropy boosted at high réigdshi= 10. In keeping with
previous analyses, they found that pre—heated simulatibngienerally able to reproduce
the observed luminosity—temperature and mass—tempenaations. However, differently
from |[Borgani et al. [ (2005), even the most extreme pre—hgataheme does not provide
an appreciable degree of entropy amplification. This rasuhown in the right panel of
Fig.[12. The deviations from self—similarity for the entyagpmputed atsqg are always too
small to reconcile the simulations with the observatiorethcby Ponman et al. (2003). A
possible reason for the different results with respect ¢oethalysis by Borgani et al. is due
to the higher redshift of pre—heating= 10 instead of 3, used by Younger & Bryan. Fur-
thermore, grid—based codes are known to produce entrofijegrthat, in the central part of
the halosy < 0.2rpq0, are flatter than those produced by SPH codes (e.g., Voiill20ab).
Therefore, the question arises as to whether different rnioedeschemes of hydrodynamics
react in different ways to pre—heating. It would be highlgammendable that future simu-
lation comparison projects will include tests of how diéfat codes behave in the presence
of simple schemes of non-gravitational heating.

5 Summary

In this paper we reviewed the current status of the compati®iween cosmological hy-
drodynamical simulations of the X—ray properties of theantluster medium (ICM) and
observations. We first presented the basic predictionseddet—similar model, based on the
assumption that only gravitational processes drive theigea of the ICM. We then showed
how a number of observational facts are at variance wittethesdictions, with poor clusters
and groups characterised by a relatively lower density agiden entropy of the gas. This
calls for the need of introducing some extra physical preegssuch as non—gravitational
heating and radiative cooling, which are able to break tifesimilarity between objects
of different size. The results based on simulations, whickuide these effects, can be sum-
marised as follows.

(1) The observed scaling relation between X—ray luminosity tenthberature can be repro-
duced by simulations including cooling only, but at the exg® of producing a too large
fraction of cooled gas. Introducing ad—hoc schemes of pytinjection at high redshift
(the so—called pre—heating) can eventually produce thecdrx—T relation. However, no
simulations have been presented so far, in which a good mgrgtewith observations is
achieved by using a feedback scheme in which the energysesbead thermalisation from
SN or AGN is self—consistently computed by the simulatedfstanation or accretion onto
a cosmologically evolving population of black holes.

(2) Simulations which include cooling, star formation and Siidleack, correctly reproduce
the observed mass—-temperature and “pressure”-temperafations. Quite interestingly,
this agreement is achieved once the masses of simulateg@rslgse estimated by apply-
ing the same mass estimators, based on the assumption afskatitr equilibrium, which
are applied to the analysis of real clusters. The violatioimydrostatic equilibrium, related
to the non—thermal pressure support from subsonic gas nsoteould otherwise lead to a
~ 20 per cent overestimate of the normalisation of the abogkngrrelations for simulated
clusters.

(3) Both non—radiative and radiative runs naturally prediet dbserved negative gradients
of the temperature profiles outside the cluster core regiofs0.2roq0. This suggests that
the ICM thermal structure in these regions is indeed dorathby the action of gravitational
processes, such as heating from shocks associated toanipegas accretion.
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(4) Introducing cooling has the effect of steepening the teatpee profiles in the inner-
most regions, as a consequence of the adiabatic compredsidlowing gas, caused by the
lack of pressure support. Therefore, gas in the cores oflatediclusters generally lies in a
high—temperature phase, which is very well separated flecold ¢ 10* K) phase. This
is at variance with the observed “cool core” structure of odasters, which show instead
the presence of a fair amount of gas, down to a limiting tewpee of~ 1/3 of the virial
temperature, which formally has a rather short cooling tiltiee presence of this gas makes
the observed temperature profiles of relaxed clusters togtga~ 0.2r 0, thereby decreas-
ing by about a factor two in the innermost sampled regiong dikcrepancy between the
simulated and the observed “cool core” calls for the needvimbducing in cluster simula-
tions a suitable feedback mechanism which is able to conapertise radiative losses, keeps
pressurised gas in the central regions, and suppresses#isedeposition rate.

(5) Simulations are generally rather successful in reproduttie observed slope of the en-
tropy profiles outside the core regior®[d r® with a ~ 1. This slope is also close to that
predicted by models based on gravitational heating fronespél accretion, thus lending
further support to the picture that gravity drives the etiolu of the ICM outside the core
regions. Quite intriguingly, however, the normalisatidriih® profiles out to the largest sam-
pled radii, < rsqq, is observed to have a milder temperature dependence tpaoted from
the self—similar modelS 0 TY with o ~ 0.65 instead ofx ~ 1. This entropy excess in poor
systems can be reproduced in simulations only by addingwasdifppre—heating mechanism,
which smoothes the pattern of gas accretion, thereby lgadian amplification of entropy
generation from shocks in poorer systems. However, thihamsm is able to provide the
correct explanation only for clusters with temperaftre 3 keV. Generating entropy ampli-
fication in hotter systems would require an exceedinglydangount of pre—heating, which
would generate too shallow entropy profiles.

In general, the above results demonstrate the capabilitpsihological hydrodynam-
ical simulations to predict the correct thermodynamicalperties of the ICM outside the
central regions of galaxy clusters. On the other hand, eiranlations based on an effi-
cient SN feedback fail in preventing overcooling and prowdthe correct description of
the thermodynamical ICM properties in the central regidree “cool core” failure of sim-
ulations based on stellar feedback is also witnessed byxteedingly massive and blue
central galaxies that are generally produced (se€_alscaBoeg all 2008 - Chapter 18, this
volume).

The fact that cool cores are observed for systems spanniegstttwo orders of mag-
nitude in mass, from- 103M, to ~ 10°M.,,, suggests that only one self-regulated mech-
anism should be mainly responsible for this, rather tharctmbination of several mech-
anisms possibly acting over different time—scales. AlgitodGN are generally thought
to naturally provide such a mechanism, a detailed compatieiween observational data
and an extended set of cluster simulations, including tiid kf feedback is still lacking.
Furthermore, understanding in detail the role of AGN in deiaeing the ICM properties
requires addressing in detail two major issues. Firstlyatcretion process onto the central
black hole involves scales of the order of the parsec, whigeX-ray observable effects
involve scales of~ 10-100 kpc. This requires understanding the cross—talkemst two
ranges of scales, which differ by at least four orders of ritaga. Secondly, the total energy
budget available from AGN is orders of magnitude larger tiam required to regulate cool-
ing flows. Therefore, one needs ultimately to understandlia@nels for the thermalisation
of the released energy and how this naturally takes pladeowitresorting to any ad—hoc
tuning. These problems definitely need to be addressed hylaions of the next genera-
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tion, which will be aimed at understanding in detail the etioln of the cosmic baryons and
the observational X-ray properties of galaxy clusters.
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