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ABSTRACT
We study the photometric properties of Lyman-break galaxies (LBGs) formed by redshift z = 3
in a set of large cosmological smoothed-particle hydrodynamics (SPH) simulations of the �

cold dark matter (�CDM) model. Our numerical simulations include radiative cooling and
heating with a uniform UV background, star formation, supernova feedback and a phenomeno-
logical model for galactic winds. Analysing a series of simulations of varying box size and
particle number allows us to isolate the impact of numerical resolution on our results. We
compute spectra of simulated galaxies using a population synthesis model, and derive colours
and luminosity functions of galaxies at z = 3 after applying local dust extinction and absorp-
tion by the intergalactic medium (IGM). We find that the simulated galaxies have Un − G
and G − R colours consistent with observations, provided that intervening absorption by the
IGM is applied. The observed properties of LBGs, including their number density, colours and
luminosity functions, can be explained if LBGs are identified with the most massive galaxies
at z = 3, having typical stellar mass of M � ∼ 1010 h−1 M�, a conclusion broadly consistent
with earlier studies based on hydrodynamic simulations of the �CDM model. We also find
that most simulated LBGs were continuously forming stars at a high rate for more than 1 Gyr
up until z = 3, but with numerous starbursts lying on top of the continuous component. Inter-
estingly, our simulations suggest that more than 50 per cent of the total stellar mass and star
formation rate in the Universe are accounted for by galaxies that are not detected in the current
generation of LBG surveys.

Key words: methods: numerical – galaxies: evolution – galaxies: formation – cosmology:
theory.

1 I N T RO D U C T I O N

Based on surveys made with modern large telescopes, the number
of observed Lyman-break galaxies (LBGs; e.g. Steidel, Pettini &
Hamilton 1995) has now reached about ∼1000 (Steidel et al. 2003),
providing a unique window for studying early galaxy formation. In
these observations, a large sample is first selected of LBG candi-
dates as drop-outs in certain sets of colour–colour planes (e.g. Un

− G versus G − R) and then later spectroscopic follow-up ob-
servations are performed to obtain the redshifts of the identified
candidates. Most surveys to date have been carried out at optical
wavelengths corresponding to the rest-frame far-ultraviolet (UV) at
redshift z = 3. The LBGs found in this way show strong clustering
(Adelberger et al. 1998; Giavalisco et al. 1998; Steidel et al. 1998),
which has generally been interpreted as indirect evidence that LBGs
reside in massive dark matter haloes. Several studies of LBGs based

�E-mail: knagamin@cfa.harvard.edu (KN); volker@mpa-garching.mpg.de
(VS); lars@cfa.harvard.edu (LH); mmachacek@cfa.harvard.edu (MM)

on semi-analytic models for galaxy formation agree with the mas-
sive dark matter halo hypothesis (e.g. Mo & Fukugita 1996; Baugh
et al. 1998; Kauffmann et al. 1999; Mo, Mao & White 1999), but a
numerical study by Jing & Suto (1998) using non-collision N-body
simulations expressed some concerns whether the clustering of dark
matter haloes of <1012 h−1 M� can explain the observed clustering
strength of LBGs. However, a later investigation by Katz, Hernquist
& Weinberg (1999) argued that the cold dark matter (CDM) mod-
els have no difficulty in explaining the strong observed clustering
of LBGs, although the substantial box size effects in their analysis
introduced some uncertainty.

More recently, LBGs have also been studied in the near-infrared
(near-IR) (Sawicki & Yee 1998; Papovich, Dickinson & Ferguson
2001; Pettini et al. 2001; Shapley et al. 2001; Rudnick et al. 2001).
Near-IR observations are less affected by dust obscuration and di-
rectly probe the rest-frame optical properties of LBGs at z = 3.
Therefore, they allow a more reliable derivation of the stellar masses
of LBGs. Based on these observations, it has been suggested that the
value of the extinction lies in the range E(B − V ) ≈ 0.0–0.3 with a
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median value of 0.15 and a significant old stellar population exists
in LBGs at z = 3, with a stellar mass of ≈1010 M� (Papovich et al.
2001; Shapley et al. 2001). The existence of such a stellar compo-
nent would again suggest that LBGs are embedded in massive dark
matter haloes that have continuously formed stars over an extended
period of approximately 1 Gyr up to z = 3. These systems would
then most likely evolve into elliptical galaxies at the present day, or
into the spheroidal components of massive spiral galaxies.

However, in a competing model, LBGs have been suggested to
be merger-induced starbursting systems associated with low-mass
haloes (Lowenthal et al. 1997; Sawicki & Yee 1998; Somerville,
Primack & Faber 2001) and in some cases merger-induced star-
bursts are given a crucial role even when LBGs are the most mas-
sive galaxies at their time (Somerville et al. 2001). Given that the
merger rate is expected to be quite high at z � 3, these scenarios
provide an interesting alternative to the more conventional picture
that associates LBGs with the most massive systems.

Self-consistent hydrodynamic simulations are an ideal tool for
trying to distinguish between these different scenarios for the na-
ture of LBGs. Davé et al. (1999) and Weinberg, Hernquist & Katz
(2002) were the first to employ smoothed particle hydrodynamics
(SPH) simulations to this end. However, their box size of 11.1 h−1

Mpc represented an important limitation because the space-density
of LBGs is so low that only a few of them can be found in a volume
of this size, as we will discuss further in Section 4. Therefore, sim-
ulations with a larger box size are desirable to obtain larger samples
of simulated LBGs. Nagamine (2002) used an Eulerian hydrody-
namic simulation with a box size of L box = 25 h−1 Mpc, tracing
the merger history of galaxies from z = 5–0. The results of these
earlier numerical studies were consistent with each other and agreed
reasonably well with the observations, within the uncertainties. In
particular, the median stellar masses of LBGs were predicted to be
∼1010 h−1 M� and the simulated galaxies were experiencing sig-
nificant star formation rates (>30 M� yr) for extended periods of
time (�1 Gyr).

In this paper, we improve on the earlier numerical studies of
LBGs by using a new set of high-resolution numerical simulations.
These simulations are based on a novel model for the physics of
star formation and feedback, and they use a more accurate imple-
mentation of SPH. For the first time, we also systematically study
the effects of resolution and box size in the context of simulated
LBG galaxies. The treatment of star formation and feedback we
use is based on a subresolution multiphase description of the dense,
star-forming interstellar medium (ISM) and a phenomenological
model for strong feedback by galactic winds, as recently proposed
by Springel & Harnquist (2003a). This model has been shown to
provide converged star formation rates for well-resolved galaxies,
with a cosmic star formation history consistent with recent observa-
tions (Springel & Hernquist 2003b; Hernquist & Springel 2003).1

The inclusion of winds was motivated by the realization that galactic
outflows at high redshift (Pettini et al. 2002) likely play a key role in
distributing metals into the intergalactic medium (IGM; e.g. Aguirre
et al. 2001a,b), as well as being important for the regulation of star
formation activity. In fact, winds may also alter the distribution of
neutral gas around galaxies (Adelberger et al. 2003), although the
details of how this process may happen remain unclear (e.g. Croft
et al. 2002; Kollmeier et al. 2003; Bruscoli et al. 2003). In passing,

1 We note an error in fig. 12 of Springel & Hernquist (2003b) in which the
observational estimates of the star formation rate (SFR) were plotted too
high by a factor of h−1 = 1.4. When corrected, the observed points are in
better agreement with the theoretical estimates; see astro-ph/0206395.

we note that both Desjacques et al. (2004) and Maselli et al. (2004)
have found that the Lyman α transmissivity close to LBGs, as mea-
sured by Adelberger et al. (2003), is better reproduced if LBGs are
identified as dwarf starbursting galaxies as proposed in Somerville
et al. (2001) and Weatherley & Warren (2003). We will discuss the
work of Weatherley & Warren (2003) in Section 8. Together with
the increase in numerical resolution provided by our simulations, it
is of interest to see how our refined physical modelling modifies the
predictions for LBG properties within the �CDM scenario.

This paper is organized as follows. In Section 2, we briefly intro-
duce the numerical parameters of our simulation set. In Section 3,
we then describe our method for computing spectra of simulated
galaxies both in the rest and observed frames. In Sections 4 and
5, we show the colour–colour diagrams and colour–magnitude dia-
grams of simulated galaxies, and we discuss the number density of
colour-selected LBGs, as well as the stellar masses of LBGs at z =
3. We then investigate the rest-frame V-band luminosity function
and observed R-band luminosity function in Section 6, followed by
an analysis of the star formation histories of LBGs in Section 7.
Finally, we summarize and discuss the implications of our work in
Section 8.

2 S I M U L AT I O N S

We analyse a large set of cosmological SPH simulations with varying
box size, mass resolution and feedback strength, as summarized in
Table 1. Our box size ranges from 10 to 100 h−1 Mpc on a side, with
particle numbers between 2 × 1443 and 2 × 4863, giving gaseous
mass resolutions in the range 3.3 × 105 to 3.3 × 108 h−1 M�.
These simulations are partly taken from a study of the cosmic star
formation history by Springel & Hernquist (2003b), supplemented
by additional runs with weaker or no galactic winds. A similar set of
simulations was used by Nagamine, Springel & Hernquist (2004a,b)
to study the properties of damped Lyman α absorbers, but here we
analyse the G6 run, which has higher resolution than the G4 run
used in previous studies. The simulations with the same box size
are run with the same initial condition.

There are three main novel features to our simulations. First,
we use the new conservative entropy formulation of SPH (Springel
& Hernquist 2002), which explicitly conserves entropy (in regions
without shocks) as well as momentum and energy, even when one al-
lows for fully adaptive smoothing lengths (see e.g. Hernquist 1993).
This formulation moderates the overcooling problem present in

Table 1. Simulations employed in this study. The box size is given in units
of h−1 Mpc, N p is the particle number of dark matter and gas (hence × 2),
mDM and mgas are the masses of dark matter and gas particles, respectively,
in units of h−1 M�, ε is the comoving gravitational softening length in
units of h−1 kpc and zend is the ending redshift of the simulation. The value
of ε is a measure of spatial resolution. From the top to the bottom row, we
call the first five runs collectively (O3 to Q5) Q series, D4 and D5 D series,
and G5 and G6 G series.

Run Box size N p mDM mgas ε zend Wind

O3 10.00 2 × 1443 2.42 × 107 3.72 × 106 2.78 2.75 None
P3 10.00 2 × 1443 2.42 × 107 3.72 × 106 2.78 2.75 Weak
Q3 10.00 2 × 1443 2.42 × 107 3.72 × 106 2.78 2.75 Strong
Q4 10.00 2 × 2163 7.16 × 106 1.10 × 106 1.85 2.75 Strong
Q5 10.00 2 × 3243 2.12 × 106 3.26 × 105 1.23 2.75 Strong

D4 33.75 2 × 2163 2.75 × 108 4.24 × 107 6.25 1.00 Strong
D5 33.75 2 × 3243 8.15 × 107 1.26 × 107 4.17 1.00 Strong

G5 100.0 2 × 3243 2.12 × 109 3.26 × 108 8.00 0.00 Strong
G6 100.0 2 × 4863 6.29 × 108 9.67 × 107 5.00 0.00 Strong
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earlier formulations of SPH (see also Yoshida et al. 2002; Pearce
et al. 1999; Croft et al. 2001).

Secondly, highly over-dense gas particles are treated with an
effective subresolution multiphase ISM model, as described by
Springel & Harnquist (2003a). In this model, each gas particle rep-
resents a statistical mixture of cold clouds and a hot ambient phase.
Cold clouds can grow by radiative cooling out of the hot medium
and form the reservoir of neutral gas for star formation. Once star
formation takes place, supernova explosions deposit energy into the
hot gas, heating the gas and evaporating the cold clouds, transfer-
ring cold gas back into the hot phase. This feedback establishes a
self-regulated cycle of star formation.

Thirdly, a phenomenological model for galactic winds is imple-
mented. In this model, gas particles are stochastically driven out of
the dense star-forming region by assigning an extra momentum in
random directions, with a rate and magnitude chosen to reproduce
mass loads and wind speeds similar to those observed. (See Springel
& Harnquist 2003a, for a detailed discussion of this method.) Most
of our simulations employ a strong wind of speed 484 km s−1, but for
the O3, P3 and Q3 runs we also varied the wind strength to examine
the effect of feedback from galactic winds. The runs with 10 h−1

Mpc boxes are collectively called the Q series and the resolution is
increased from Q3 to Q4 and then to Q5. The other series (D and G)
extend the strong wind results to larger box sizes and hence lower
redshift. Our naming convention is such that runs of the same model
(box size and included physics) are designated with the same letter,
with an additional number specifying the particle resolution.

Our calculations include a uniform UV background radiation
field with a modified Haardt & Madau (1996) spectrum, where
re-ionization takes place at z � 6 (see Davé et al. 1999) as sug-
gested by the quasar observations (e.g. Becker et al. 2001) and ra-
diative transfer calculations of the impact of the stellar sources in
our simulations on the IGM (e.g. Sokasian et al. 2003). The early
re-ionization at higher redshift, as suggested by the WMAP satel-
lite, should not affect the results presented in this paper because
we are mainly dealing with haloes with virial temperatures above
104 K and the infalling gas will radiatively cool even if it was pho-
toionized by the re-ionization at z > 10 before falling into the halo
(see Springel & Hernquist 2003b). The radiative cooling and heat-
ing rate is computed as described by Katz, Weinberg & Hernquist
(1996) assuming that the gas is optically thin and in ionization equi-
librium. The adopted cosmological parameters of all runs are (�m,
��, �b, σ 8, h) = (0.3, 0.7, 0.04, 0.9, 0.7). The simulations were
performed on the Athlon-MP cluster at the Centre for Parallel As-
trophysical Computing (CPAC) at the Harvard-Smithsonian Centre
for Astrophysics, using a modified version of the parallel GADGET

code (Springel, Yoshida & White 2001).

3 M E T H O D

We identify simulated galaxies as isolated groups of stars using a
simplified variant of the SUBFIND algorithm proposed by Springel
et al. (2001). In detail, we first compute an adaptively smoothed
baryonic density field for all star and gas particles, allowing us to
robustly identify centres of individual galaxies as isolated density
peaks. We find the full extent of these galaxies by processing the
gas and star particles in the order of declining density, adding par-
ticles one by one to the galaxies. If all of the 32 nearest neighbours
of a particle have lower density, this particle is considered to be a
new galaxy seed. Otherwise, the particle is attached to the galaxy to
which its nearest denser neighbour already belongs. If the two near-
est denser neighbours belong to different galaxies and one of these

galaxies has less than 32 particles, these galaxies are merged. If the
two nearest denser neighbours belong to different galaxies and both
of these galaxies have more than 32 particles, then the particle is
attached to the larger group of the two, leaving the other one intact.
Finally, we restrict the set of gas particles processed in this way to
those particles that have at least a density of 0.01 times the threshold
density for star formation, i.e. ρ th = 8.6 × 106 h2 M� kpc−3 [see
Springel & Harnquist (2003a) for details on how this parameter is
determined]. Note that we are not interested in the gaseous compo-
nents of galaxies: we only include gas particles because they make
the method more robust. Because most galaxies contain very dense
star-forming gas, such a method makes it particularly easy to select
galaxies when the gas is included.

We found that the above method robustly links up star particles
that belong to the same isolated galaxy. A simpler friends-of-friends
(FoF) algorithm with a small linking length can achieve a largely
similar result, but the particular choice of linking length one needs to
make in this method represents a problematic compromise, leading
to either the artificial merging of galaxies if it is selected too large,
or the loss of star particles that went astray from the dense galactic
core, if selected too small. Note that, unlike in the detection of dark
matter substructures, no gravitational unbinding algorithm is needed
to define the groups of stars that make up the galaxies formed in the
simulations.

We only consider galaxies with at least 32 particles (star and gas
combined) in our subsequent analysis. Each stellar particle con-
tained in them is tagged by the simulation code with its mass, for-
mation time and metallicity of the gas particle that it formed out
of. Based on these three tags, we compute the emission from each
stellar particle, and co-add the flux from all particles for a given
galaxy to obtain the spectrum of the simulated galaxy. We use the
population synthesis model GISSEL99 (Bruzual & Charlot 1993)
that assumes the Salpeter (1995) initial mass function with a mass
range of [0.1, 125] M�.

Once the intrinsic spectrum is computed, we apply the Calzetti
extinction law (Calzetti et al. 2000) with three different values of
E(B − V ) = 0.0, 0.15, 0.3 to investigate the effects of extinction.
These values span the range of E(B − V ) estimated from observa-
tions of LBGs at z = 3 (Adelberger & Steidel 2000; Shapley et al.
2001). Rest-frame colours and luminosity functions of the simulated
galaxies are then derived using the spectra computed in this manner.

To obtain the spectra in the observed frame, we redshift the spectra
and apply absorption by the IGM following the prescription by
Madau (1995). Once the redshifted spectra in the observed frame are
obtained, we convolve them with various filter functions, including
Un, G, R (Steidel & Hamilton 1993) and standard Johnson bands,
and compute the magnitudes in both AB and Vega systems. Apparent
Un, G, R magnitudes are computed in the AB system to compare
our results with Steidel et al. (2003), while the rest-frame V-band
magnitude is computed in the Vega system to compare our results
with those of Shapley et al. (2001).

4 C O L O U R – C O L O U R D I AG R A M S

In Fig. 1, we show the colour–colour magnitude diagrams of sim-
ulated galaxies at z = 3 in the Un − G versus G − R plane, for
galaxies brighter than R = 25.5 (the magnitude cut used by Steidel
et al. 2003). The three different symbols represent three different
values of Calzetti extinction: E(B − V ) = 0.0 (blue dots), 0.15
(green crosses) and 0.3 (red open squares). The long-dashed lines
mark the colour–colour selection criteria applied by Steidel et al.
(2003) to identify LBG candidates at z ∼ 3.
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Figure 1. Colour–colour diagrams (Un − G versus G − R) of simulated galaxies at z = 3 with apparent R magnitudes brighter than R < 25.5. Three different
symbols represent three different values of extinction: E(B − V ) = 0.0 (blue dots), 0.15 (green crosses) and 0.3 (red open squares). The number of simulated
galaxies of each type is indicated from top to bottom in each panel, respectively. The long-dashed lines mark the colour–colour selection criteria used by Steidel
et al. (2003) to identify LBG candidates at z ∼ 3.

It is encouraging to see that in all the panels most of the simulated
galaxies actually satisfy the observational colour selection criteria.
This suggests that the simulated galaxies have realistic colours com-
pared with the observed LBGs at z = 3. In runs with larger box size
(D and G series), the distribution is wider than the one in the L box =
10 h−1 Mpc runs (Q series) and the distribution actually extends
beyond the colour selection boundaries of Steidel et al. (2003).

If we had not applied the Madau (1995) absorption to the spectra,
the distribution would not have fallen into the colour selection re-
gion. This is because the simulated galaxies would then appear too
bright in the UV, such that the distribution would fall below Un −
G < 1.0. As the level of extinction by dust is increased from E(B −
V ) = 0.0 to 0.3, the measured points move towards the upper right
corner of each panel. This behaviour is expected for a standard star-
forming galaxy spectrum, as demonstrated in Fig. 2 of Steidel et al.
(2003). At the same time, the number of galaxies that satisfy the
magnitude cut of R = 25.5 decreases with increasing extinction,
because stronger extinction results in a redder galaxy spectrum.

In the top three panels of Fig. 1 (O3, P3 and Q3 runs), we can see
the impact of different galactic wind speeds on the colour–colour
diagram. As we increase the strength of the wind, the number of gal-
axies that are brighter than R = 25.5 decreases. Hence, there are
fewer luminous galaxies in runs with a strong wind compared with
no-wind, or weak-wind, simulations. We will show this more explic-
itly when we discuss the luminosity function of galaxies in Section 6.

Note that increasing the resolution from Q3 to Q4 and then to Q5,
also reduces the number of galaxies brighter than R = 25.5 slightly
(except the slight increase in the case of E(B − V ) = 0.15 from the
Q4 to Q5 run). As the resolution is increased, not only are the most
massive haloes in the simulation better resolved, but so are all of
their progenitors. The better resolution then allows a more accurate
treatment of the wind-feedback in these progenitor generations of
galaxies: the net result of this is a decrease in the final luminosity of
the brightest galaxies. For the Q5 run, there are actually no galaxies
brighter than R = 25.5 for the case of E(B − V ) = 0.3. However,
the numbers of galaxies brighter than R = 25.5 in runs Q4 and Q5
are very similar and they seem to have reached convergence.

This is not the case for the lower resolution, larger box size sim-
ulations where the trend appears to reverse. In the case of E(B −
V ) = 0.0 of D series (and all cases of G series), the number of
galaxies brighter than R = 25.5 actually increases as the resolution
increases. As we will show in Section 6.2, this is because the peak
of the simulated R-band luminosity function is still on the brighter
side of R = 25.5 and the increase in the number of galaxies near the
peak of the luminosity function wins over the slight decrease of the
number at the brightest end.

We now investigate the number density of LBGs in the simulation.
In Fig. 2, we plot the number density of galaxies that satisfy the
colour–colour selection criteria of Steidel et al. (2003) for all the runs
shown in Fig. 1. Three different symbols represent the three different
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Figure 2. Number density of galaxies for all the runs shown in Fig. 1. Three
different symbols denote three different values of extinction: E(B − V ) =
0.0 (open square), 0.15 (filled square) and 0.3 (filled triangle). Points with
the same value of E(B − V ) are connected to guide the eye. A conservative
range of the observed number density of LBGs is shown as the shaded region,
with a central value of 4 × 10−3 h3 Mpc−3 (Adelberger et al. 2003). For
the Q5 run, no galaxy was found for E(B − V ) = 0.3, but we show the
point as if there was one galaxy in the box (i.e. log N = −3) for the sake of
presentation.

values of extinction we used: E(B − V ) = 0.0 (black open squares),
0.15 (blue filled squares) and 0.3 (red filled triangles). The points
for the same value of E(B − V ) are connected to guide the eye. For
the Q5 run, the case of E(B − V ) = 0.3 is indicated as N = 1.0 ×
10−3 (i.e. one object in the simulation box) for plotting purposes,
but we actually found zero objects in this case. A conservative range
for the observed number densities of LBGs is shown as a shaded
region, with a median value of 4 × 10−3 h3 Mpc−3 (Adelberger
et al. 2003). We note that Giavalisco & Dickinson (2001) reported
a slightly smaller value of 2 − 3 × 10−3 h3 Mpc−3.

From this figure, we find that the Q3, Q4 and D5 runs with E(B −
V ) = 0.3 appear to have reasonable values of LBG number density,
while the D4, G5 and G6 runs with E(B − V ) = 0.3 appear to be
on the high side of the observationally estimated range. The null
result of Q5 could be affected by the cosmic variance as a result of
the small box size of the simulation. It is interesting to note that the
O3 (no wind) and P3 (weak wind) runs both overpredict the number
of LBGs even for the case of extinction with E(B − V ) = 0.3.
Apparently, without strong feedback by galactic winds, the LBGs
simply become too bright and hence too abundant above a given
brightness limit, an effect that we will see again in Section 6.

5 C O L O U R – M AG N I T U D E R E L AT I O N
A N D S T E L L A R M A S S E S

In Fig. 3, we show the distribution of galaxies at z = 3 in the D5
run on the plane of R-band apparent magnitude and G − R colour.
Here, we chose the D5 run because it arguably gives the best fit to the
observed luminosity functions, as we will discuss later. Again, we
use three different symbols for three different values of extinction:
E(B − V ) = 0.0 (blue dots), 0.15 (green crosses) and 0.3 (red

Figure 3. Colour–magnitude diagram for D5 run at z = 3. The distribution
of galaxies is shown in the plane of R apparent magnitude and G − R colour.
Three different symbols give results for three different values of extinction:
E(B − V ) = 0.0 (blue dots), 0.15 (green crosses) and 0.3 (red open squares).
The long-dashed lines and the arrow indicate the colour selection criteria
used by Steidel et al. (2003) to identify LBG candidates at z ∼ 3.

open squares). The long-dashed lines and arrows indicate the colour
selection criteria applied by Steidel et al. (2003) to select LBG
candidates at z ∼ 3.

We see that most of the galaxies brighter than R = 25.5 auto-
matically satisfy the criterion G–R < 1.2 and only a small fraction
of galaxies with R < 25.5 fall out of the region. There is a signif-
icant population of dim (R > 28) galaxies with G − R > 1.2. We
will see below that these are low-mass galaxies with stellar masses
M � � 109 h−1 M�.

In Fig. 4, we show the R-band apparent magnitude versus stellar
mass of simulated galaxies at z = 3. As before, we plot results for
three values of extinction, using different symbols. We also mark
the magnitude limit R < 25.5 used by Steidel et al. (2003) with a
vertical long-dashed line and arrows.

From this figure, we see that the LBGs in the Q series with R <

25.5 have typically stellar masses in the range M � = 109–1010 h−1

M�, while those in D5 take a somewhat wider interval, nearly cov-
ering the range 108–1011 h−1 M�. As the wind strength is increased
from runs O3 to P3 and then to Q3, we observe that the distribution
of galaxies becomes slightly sparser at the most luminous (i.e. mas-
sive) end of the distribution. We see the same effect more clearly in
the luminosity functions discussed in Section 6. Note that because
the numerical resolution is identical for O3, P3 and Q3, the total
baryonic mass in the simulation box is the same for these runs, but
the runs with stronger winds convert less of their baryonic mass
components into stars.

In simulations with larger box size (D and G series), the masses of
the most luminous galaxies found are substantially larger compared
with those in the Q series. This is primarily a result of a finite box
size effect: the brightest galaxies have a very low space-density,
such that they are simply not found in simulations with too small a
volume. On the other hand, the mass resolution of the small box size

C© 2004 RAS, MNRAS 350, 385–395



390 K. Nagamine et al.

Figure 4. Stellar mass versus apparent magnitudes of simulated galaxies. Three different symbols are used to show results for three different values of
extinction: E(B − V ) = 0.0 (blue dots), 0.15 (green crosses) and 0.3 (red open squares). The vertical long-dashed line and the arrow indicates the magnitude
cut used by Steidel et al. (2003).

simulations is much better, so that they can resolve a much larger
number of dim low-mass galaxies. Note that the lower cut-off of the
distribution in each panel is given by the stellar particle mass of the
corresponding simulation.

Interestingly, we find that the amount of stellar mass contained
in the LBGs that satisfy the colour selection criteria is in general far
from being close to the total stellar mass. In the D5 run, for example,
the LBGs that pass the criteria contain only 70, 43 and 18 per cent
of all the stars, for an extinction of E(B − V ) = 0.0, 0.15 and
0.3, respectively. If the value of E(B − V ) = 0.3 is representative
for the true LBG population, this means that the current surveys of
LBGs fail to account for more than half of the stellar mass in the
Universe. Nagamine et al. (2003) reach a similar conclusion from
different theoretical arguments by comparing the results of two dif-
ferent types of hydrodynamic simulations and the theoretical model
of Hernquist & Springel (2003) with near-IR observations of galax-
ies (e.g. Dickinson et al. 2003; Rudnick et al. 2003). Such missed
stellar masses might be hidden in the red population of galaxies as
suggested by Franx et al. (2003).

6 L U M I N O S I T Y F U N C T I O N S

6.1 Rest-frame V-band luminosity function

In Fig. 5, we show the rest-frame V-band luminosity functions for
all the simulated galaxies at z = 3. We have also tried restrict-

ing the luminosity functions to only those galaxies that satisfy the
colour selection criteria. Most of the galaxies that fall out of the
colour selection criteria are the less luminous ones as demonstrated
in Fig. 3. This only affects the faint end of the luminosity function
not probed by current LBG surveys. Therefore, we show the lumi-
nosity functions for all galaxies in our simulations in Figs 5, 6 and
7 for clarity (shown in colour in the online version). As before, we
plot results for three different values of extinction: E(B − V ) =
0.0 (blue long-dashed), 0.15 (green solid) and 0.3 (red dot-dashed).
Note that stronger extinction simply shifts the luminosity function to
the fainter side, without changing its shape. The black short-dashed
line included in Figs 5 and 6 gives the observational estimate of the
rest-frame V-band luminosity function by Shapley et al. (2001) with
a faint-end slope of α = −1.85, normalization �∗ = 0.18 × 10−2

h3 Mpc−3 and characteristic magnitude M∗ = −22.21 + 5 log h =
−22.98, for h = 0.7. The observational magnitude limit of MV =
−20.5 is shown by the arrows.

The most prominent feature seen in all panels is that the lumi-
nosity functions of the simulated galaxies are all very steep, with a
faint-end slope comparable to α ∼ −2, which is the slope of the dark
matter halo mass function. This suggests that the strong feedback
included in the simulations has not been able to reduce the luminosi-
ties of low-mass galaxies much more strongly than those of more
massive systems: if such a differential effect existed, it should have
manifested itself as a flattening of the faint end compared with the
halo mass function. At face value, however, the observational data
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Figure 5. Rest-frame V-band luminosity functions. The three different lines are for three different values of extinction: E(B − V ) = 0.0 (long-dashed), 0.15
(solid) and 0.3 (dot-dashed). The black short-dashed curve is the observational estimate of the rest-frame V-band luminosity function by Shapley et al. (2001)
and the observational magnitude limit of MV = −20.5 is shown by the arrows. Note that the Schechter function is plotted down to the fainter magnitudes only
to guide the eye for comparison with the simulation results.

actually support a rather steep faint-end slope at z = 3, quite close
to that of the halo mass function. One should note, however, that
the observational estimate of the slope α at z = 3 is very uncertain
because the observations can only reach down to a magnitude of
MV ∼ −20.5, even with 8 m class telescopes.

When compared with the observational fit of Shapley et al. (2001),
it is clear that the Q series are deficient in the brightest galaxies at
the high-luminosity end of the luminosity function. This can be
understood as a result of the small box size (L box = 10 h−1 Mpc)
of these runs, which do not have large enough volume to allow a
faithful sampling of rare, bright objects. As the box size becomes
larger from the Q to D series (L box = 33.75 h−1 Mpc) and then to
the G series (L box = 100 h−1 Mpc), this situation improves however.
More and more of the luminous objects can then be found, and the
agreement with the observation becomes better at the bright end of
the luminosity function.

On the other extreme of the luminosity distribution, we see that
increasing the resolution from Q3 to Q4 and then to Q5, allows inclu-
sion of ever fainter objects, as expected. Therefore, the luminosity
function becomes wider towards the fainter end. Note, however, that
the bright end hardly changes, suggesting good convergence in the
simulation results for the massive galaxies.

The run O3 (no wind) slightly overpredicts the number of galaxies
compared with observations, arguing for the need of stronger feed-
back. To investigate this further, in Fig. 6 we explicitly compare

the rest-frame V-band luminosity functions as a function of wind
strength. We show the results for the simulations O3 (no wind), P3
(weak wind) and Q3 (strong wind), using an extinction of E(B −
V ) = 0.3. For reference, we include the observational estimate by
Shapley et al. (2001) as a black short-dashed curve. Clearly, stronger
galactic winds reduce the number of bright galaxies, as a result of the
suppression of star formation they incur. The same effect has been
found in the Eulerian hydrodynamic simulations by Nagamine, Cen
& Ostriker (in preparation).

6.2 Luminosity functions as observed at z = 0

In Fig. 7, we show the R-band luminosity function of simulated z =
3 galaxies as seen at the present epoch. As in Fig. 5, the three dif-
ferent lines are for three different values of extinction: E(B − V ) =
0.0 (blue long-dashed), 0.15 (green solid) and 0.3 (red dot-dashed).
The open square symbols give the direct observational result for the
luminosity function of LBG galaxies in the observed frame, while
the solid circles are the data corrected for dust extinction, as given
in fig. 13 of Adelberger & Steidel (2000). For the uncorrected data
points (open squares), a Schechter function fit with parameters �∗ =
4.4 × 10−3 h3 Mpc−3 mag−1, M∗ = 24.54 and α = −1.57 is
also drawn as a short-dashed line. As discussed in Section 3, we
applied the Calzetti et al. (2000) extinction law locally at z = 3
to the simulated galaxies and then redshifted their spectra, while
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Figure 6. Comparison of the rest-frame V-band luminosity functions of
the O3 (no wind), P3 (weak wind) and Q3 (strong wind) simulations for
E(B − V ) = 0.3. The black short-dashed curve is the observational estimate
by Shapley et al. (2001) and the observational magnitude limit of MV =
−20.5 is shown by the arrows. Note that the Schechter function is plotted
down to the fainter magnitudes only to guide the eye for comparison with
the simulation results.

simultaneously accounting for the absorption by the IGM following
the prescription of Madau (1995). The combined effects of redshift-
ing and absorption by the IGM change the shape of the luminosity
function in a complex manner compared with the rest frame.

For the Q series, the agreement between the simulations and the
observational data of Adelberger & Steidel (2000) is not very good.
On the bright end, these runs simply lack galaxies as a result of their
small box size, explaining the discrepancy. However, the well re-
solved faint end appears to show some excess over the observational
result. However, the D series agrees better with the observations. In
particular, the D5 run with E(B − V ) = 0.3 agrees well with the
uncorrected observed luminosity function, but the simulated lumi-
nosity function for E(B − V ) = 0.0 is clearly brighter than the dust
corrected one by Adelberger & Steidel (2000). This conclusion is
also supported by the results of the G series. Unless the extinction
is as large as E(B − V ) = 0.3, the simulated galaxies appear too
bright compared with the observations.

Adelberger & Steidel (2000) corrected their observed luminosity
function for dust by adopting the relation A1600 = 4.43 + 1.99β

(Meurer, Heckman & Calzetti 1999) for the extinction in magni-
tudes at 1600 Å, where β is the UV slope of the spectrum that has
a distribution in the range of [−3, 0] with a peak around −1.5, cor-
responding to A1600 ∼ 1.4 mag (see fig. 12 of Adelberger & Steidel
2000). This peak value is roughly consistent with the value of E(B −
V ) = 0.15 we adopted here with the Calzetti et al. (2000) extinction
law k(λ), because E(B − V )k(1600 Å) ∼ 1.5 mag. Therefore, the
rough agreement between the simulated luminosity function with
E(B − V ) = 0.15 for runs D5 and G6, and the dust corrected data
points of Adelberger & Steidel (2000) is encouraging, although not
perfect.

Also, note that the peaks of the luminosity functions for the G
series are on the brighter side of R = 25.5 as a result of the lower

resolution. This results in the increase of the number density of the
LBGs that satisfy the colour selection criteria when the resolution
is increased from run G5 to G6, as described in Section 4.

Given that the agreement between the simulations and observa-
tions for the rest-frame V-band luminosity function was very good,
the significant discrepancies between the simulated and observed
R-band luminosity functions are disappointing. Unfortunately, the
cause for this behaviour is not really clear. It could in part lie in
the inadequacy in the treatment of absorption by the IGM (Madau
1995), or it may also be related to differences between the observed
and simulated star formation history very close to z = 3 because such
difference could cause significant difference in the far-UV luminos-
ity of LBGs while leaving the optical luminosity not so different.

7 S TA R F O R M AT I O N H I S TO RY O F L B G S

In Fig. 8, we show four examples of typical star formation (SF)
histories of galaxies in the D5 simulation with a bin size of 10 Myr,
as derived from the age distribution of stars found in each galaxy
including all the progenitors that merge prior to z = 3. Here, we
chose the D5 run because it gives a reasonable agreement with ob-
servations both for the R-band and rest-frame V-band luminosity
functions. On the right hand side of each panel, we indicate for each
galaxy an ID, its stellar mass in units of h−1 M�, its apparent R
magnitude (for E(B − V ) = 0.3) and its rest-frame V-band magni-
tude. Note that all of the galaxies we show satisfy the colour–colour
selection criteria outlined in Fig. 1 for an extinction of E(B − V ) =
0.3.

A notable feature present in all the panels is the numerous spikes
of starbursts lying on top of a relatively continuous component. The
starbursts last 10–20 Myr, but the underlying smooth component
shows only moderate variations in its rate when averaged over bins
of 100 Myr beginning from high redshift (z ∼ 10) to z = 3 in these
galaxies. For example, the galaxy shown in the top panel, which is
one of the most massive galaxies in the D5 run with a stellar mass
of M star = 6.0 × 1010 h−1 M� and rest-frame V-band magnitude of
−23.4, has continuously formed stars from z = 10 to 3 at a typical
rate of ∼40 M� yr−1.

In the other panels, we show galaxies of progressively smaller
total mass, with correspondingly lower levels of star formation. Note
that the galaxy on the bottom has a stellar mass of only M � = 3.0 ×
109 h−1 M�, yet it still satisfies the colour–colour selection criteria,
although its luminosity and star formation rate are substantially
smaller compared with the galaxy shown in the top panel. The recent
star formation near z = 3 has helped to bring the brightness of this
relatively small mass galaxy above the limit of R = 25.5.

Interestingly, the underlying continuous component of the star
formation histories measured here are much smoother than the ones
found by Nagamine (2002) when analysing a Eulerian hydrody-
namic simulation. Their starbursts were more extended on the order
of 100 Myr and more sporadic. This difference is likely related to the
different models used by the codes for the treatment of the physics
of star formation. In the SPH methodology we investigate here, a
subresolution multiphase model for the ISM was used, which has a
self-regulating property, i.e. gas that cools smoothly on to the ISM
is also consumed in a smooth fashion by star formation and only
gas-rich major mergers can trigger starbursts.

8 D I S C U S S I O N

We have used state-of-the-art hydrodynamic simulations of struc-
ture formation to study the properties of LBGs in a �CDM universe.
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Figure 7. R-band luminosity functions as observed at z = 0. The three different lines are for three different values of extinction: E(B − V ) = 0.0 (long-dashed),
0.15 (solid) and 0.3 (dot-dashed). The open square symbols give the observed luminosity function, while the solid circles are the dust corrected data points, as
shown in fig. 13 of Adelberger & Steidel (2000).

Our simulations use a new entropy-conserving SPH formulation
that minimizes systematic inaccuracies in simulations with cooling,
as well as an improved model for the treatment of the multiphase
structure of the ISM in the context of star formation and feed-
back (Springel & Harnquist 2003a). For the first time, our study
uses a large series of simulations to investigate the properties of
LBGs, allowing an exploration of an unprecedented large dynamic
range in both mass and spatial scales, while simultaneously provid-
ing reliable estimates of systematic effects as a result of numerical
resolution.

By comparing our results for LBG properties in simulations with
different box size, we showed that a sufficiently large volume (at
least L box > 20 h−1 Mpc) is crucial to faithfully sample the LBG
population. In particular, the bright end of the LBG luminosity func-
tion is invariably incomplete in simulations with small box size. Of
equal importance is a proper treatment of effective feedback pro-
cesses. By considering a series of runs with different strengths of
galactic winds, we showed that without an effective feedback pro-
cess, the number of LBGs is substantially overpredicted, even when
large extinction corrections are applied. However, for our default
model of strong winds, a reasonable space density of bright LBGs
is obtained. In particular, we found that our D5 simulation with a box
size of L box = 33.75 h−1 Mpc has a quite plausible LBG population,
with luminosity functions in both rest-frame V-band and observed-
frame R-band that match the observations reasonably well, at least
at the bright end.

Perhaps the most important conclusion of this paper is that the ob-
served properties of LBGs, including their number density, colours
and luminosity functions, can be well explained if the LBGs are sim-
ply associated with the most massive galaxies at z = 3, with median
stellar mass of M ∗ ∼ 1010 h−1 M�. This conclusion is consistent
with earlier numerical studies based on hydrodynamic simulations
of the �CDM model (Davé et al. 1999; Katz et al. 1999; Nagamine
2002; Weinberg et al. 2002) as well as some semi-analytic mod-
els (Baugh et al. 1998; Kauffmann et al. 1999) and does not pro-
vide direct support for alternative models, which suggest that LBGs
are starbursting low-mass systems that later evolve into low-mass
spheroids at z = 0. This point is corroborated by the high rates of star
formation with >10 M� yr−1 seen over extended periods of time
of order 1 Gyr in the simulated galaxies, leading to the build-up of
typical stellar masses of 1010 h−1 M� at z = 3. These comparatively
steady star formation histories are also consistent with observational
studies by Papovich et al. (2001) and Shapley et al. (2001). Note,
however, that these same observations also find some evidence for
starburst activity (�100 M� yr−1) within the last 500 Myr before
z = 3, lasting for periods of ∼100 Myr. Such long violent bursts are
not seen in our SPH simulations, but they were present in the simula-
tions analysed by Nagamine (2002). Instead, multiple shorter bursts
with time-scales of ∼10–20 Myr are seen in our SPH simulations.

A recent study by Weatherley & Warren (2003) however claims
that the kinematic measurements of Pettini et al. (2001) and Erb
et al. (2003) favour the picture of LBGs being low-mass starbursting
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Figure 8. Star formation histories of selected galaxies in the D5 run with
the bin size of 10 Myr. Galaxy ID, stellar mass in units of h−1 M�, rest-
frame V-band magnitude and apparent R magnitude for E(B − V ) = 0.3
are indicated in each panel for the corresponding galaxy.

systems. However, the measured rotation curves are strongly de-
pendent on seeing and it is very likely that these measurements
underestimate the true rotation curves (Pettini, private communica-
tion), casting some doubt on these claims. To settle this issue, we
have to wait for the detection of a definite flattening of the rota-
tion curves, which might become possible in the near future with
near-IR spectrographs coupled to adaptive optics systems. Another
difficulty with the low-mass starbursting-galaxy picture for LBGs is
that such systems would be expected to have relatively low chemi-
cal abundances, whereas at least the brighter LBGs have near-solar
metallicity.

The luminosity functions we measure for our simulated LBG
galaxies are characterized by a steep faint end, with a slope close to
α ∼ −2. This is the slope of the dark matter halo mass function so,
in our simulations, the galaxy luminosity function seems to largely
follow the halo mass function at the low-mass end. Observationally,
we know that at z = 0 the faint-end slope of galaxies is certainly
much shallower than this, with a slope of order α ∼ −1.2 (Blanton
et al. 2001). At high redshift, the faint end of the galaxy luminosity
function is not nearly as well constrained, however, and may be
much steeper. In fact, Shapley et al. (2001) report a slope of α =
−1.85 for LBG galaxies at z = 3, which is still consistent with our
simulations. However, as the authors explain, this should be taken
with some caution because their observations only reach an absolute
V-band magnitude of −20.5, which is not deep enough to constrain
the faint-end slope reliably. If confirmed, a steep luminosity function
at z � 3 would in any case have to evolve into a much flatter one at
low redshift. Whether such a scenario is viable or not will be tested
by very deep current and future surveys, such as DEEP2 (Davis et al.
2002; Madgewick et al. 2003; Coil et al. 2003).

Barring confirmation of a rapid evolution of the faint-end slope,
our results therefore hint that the simulations still overproduce the
number of low-mass galaxies, despite the inclusion of strong feed-

back processes that are capable of accounting for the observed
brightness of L � galaxies. The moderating effects of feedback on
star formation do depend on galaxy mass in the physical model
followed by the simulations in the sense that, for a given amount
of star formation, the feedback by winds does comparatively more
damage for small mass galaxies. This is because towards smaller
galaxy mass scales, the winds find it easier to escape from their
confining galactic potential wells. The winds also entrain more gas
in the outflow for lower circular velocities, so that the net baryonic
loss becomes larger towards smaller mass scales, making the total
mass-to-light ratio of smaller haloes larger, in principle. However,
this variation of the feedback efficiency with galaxy mass may not
be strong enough in the present set of simulations to close the sig-
nificant gap between the faint-end slopes of halo mass function and
galaxy luminosity function.

Interestingly, the studies by Chiu, Gnedin & Ostriker (2001);
Nagamine et al. (2001) and Nagamine (2002) based on Eulerian
hydrodynamic simulations did find a flatter faint-end slope (see also
Harford & Gnedin 2003). Presently it is unclear whether this was
the result of resolution limitations in the low-mass end of the halo
mass function, or genuine physical effects of the feedback model
implemented in these Eulerian simulations. More work in the future
will be needed to settle this very interesting question, which is of
tremendous importance for the theoretical framework of hierarchical
galaxy formation in CDM universes.
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