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Table 2. Predicted masses and ages for stars in APOGEE DR12. We do not provide individual mass and age uncertainties because the
error budget is dominated by systematic errors. The full table is available in electronic form.

2MASS ID Te� [K] log g [M/H] [C/M] [N/M] Mout [M�] ageout [Gyr]

2M00000211+6327470 4600 2.5 0.02 -0.20 0.28 1.53 2.9
2M00000446+5854329 4725 2.9 0.02 -0.05 0.19 1.41 3.6
2M00000535+1504343 4791 3.3 -0.06 0.01 0.06 1.09 7.5
2M00000797+6436119 4449 2.5 -0.21 -0.05 0.18 1.29 3.9
2M00000818+5634264 4895 2.9 -0.19 0.10 -0.02 1.31 4.9
2M00000866+7122144 4585 2.7 -0.07 -0.09 0.25 1.40 3.2
2M00001104+6348085 4865 3.3 0.06 -0.09 0.15 1.57 2.8
2M00001242+5524391 4579 2.6 0.12 -0.01 0.25 1.17 6.3
2M00001296+5851378 4659 2.9 0.07 0.06 0.19 1.25 5.1
2M00001328+5725563 4461 2.6 0.10 -0.08 0.25 1.36 3.9

. . .

Galactic chemical evolution (Martig et al. 2015; Chiappini
et al. 2015). However, these stars could also be catastrophic
outliers in our fits, and their ages would need to be indepen-
dently confirmed with other techniques before we can draw
any conclusions about them.

It is also important to mention that while the rela-
tive distribution of ages looks plausible, the absolute scaling
might be slightly o⌧. Stars with [�/M] > 0.15 here have a
median age of 7.9 Gyr, while previous studies suggest ages
of the order of 9–10 Gyr for the �-rich sequence (Haywood
et al. 2013; Bensby et al. 2014; Bergemann et al. 2014).
Part of an explanation for the too low median age of the
�-rich stars could be related to the cuts we have to apply
to the DR12 sample (that might remove part of the param-
eter space where older stars would be found), but this issue
might simply reflect the fact that our model is known to
underestimate the ages of old stars (as shown in Figure 11).

An important sub-sample of DR12 is the red clump
catalogue of Bovy et al. (2014). A first advantage is that
selecting stars of a given evolutionary stage should reduce
biases in our relative mass determination, even though ages
for the RC are very dependent on the mass loss prescription
adopted. Another important advantage of that RC sample
is that distances have been determined with an individual
uncertainty of 5%, which allows to study the spatial distri-
bution of stars as a function of their age.

Applying our cuts to the RC catalogue produces a sam-
ple of 14,685 stars. Figure 14 represents the age distribution
of these stars in the [�/M] vs [M/H] plane, showing results
consistent with the larger DR12 sample. Figure 15 shows
the spatial distribution of stars colour-coded by their age.
As expected, young stars are concentrated towards the disk
mid-plane and older stars extend to higher height above and
below the disk. The existence of such spatial correlations re-
inforces the plausibility of our ages, at least in a relative
sense.

7 CONCLUSION

We have laid out a powerful and practical approach to esti-
mate stellar masses, and implied ages, for giant stars on the
basis of the stellar labels derived from their spectra. We use
a sample of 1,475 giant stars with asteroseismic mass esti-
mates from the APOKASC survey to study and model the

Figure 14. Application of our model to the red clump catalogue
of Bovy et al. (2014). The distribution of stellar ages in the [�/M]
vs [M/H] plane is consistent with the larger DR12 sample shown
in Figure 13.
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Figure 15. Spatial distribution of stars in the red clump cata-
logue, color coded by median age in bins of galactocentric radius
and height above and below the mid-plane. The young stars are
found close to the mid-plane, while old stars extend much further
above and below the disk.
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Fig. 1. Evolutionary track (from the pre-main sequence up to the tip of
the RGB) of the 1.25 M⊙ model computed with thermohaline mixing
only. The minimum and maximum luminosity of the bump are indi-
cated (Lb,min and Lb,max respectively) as well as the luminosity Lc,th at
which the thermohaline instability reaches the bottom of the convective
envelope. Open symbols labelled A1.25 to E1.25 correspond to evolution
points for which some stellar properties are discussed in the text. The
panel inserted on the right of the figure shows the evolution of the stellar
luminosity around the bump as a function of time. ∆tb is the time spend
by the star within the luminosity bump and equals to 3.9× 107 yrs in
the present case.

3. Theoretical predictions

We first consider the case of low-mass stars that ignite helium-
burning by a flash at the tip of the RGB well above (in terms
of luminosity) the bump. With the considered metallicity and in-
put physics this corresponds to stars with initial masses below
∼2.2 M⊙. We present detailed predictions for a 1.25 M⊙ model
computed without and with rotation (but with thermohaline mix-
ing in both cases) in Sects. 3.1 and 3.2 respectively, and discuss
the uncertainties on the thermohaline diffusivity in Sect. 3.3.
Section 3.4 is devoted to the case of stars in the mass range 1.5–
2.2 M⊙. Then in Sect. 3.5 we shortly discuss the predictions for
intermediate-mass stars.

3.1. 1.25 M⊙ model with thermohaline mixing only

Figure 1 presents the evolutionary track in the Hertzsprung-
Russell diagram (HRD) of the 1.25 M⊙ model computed with
thermohaline mixing only (no rotation). Several points are se-
lected along the track in order to discuss the evolution of some
relevant stellar properties. A1.25 corresponds to the turnoff, when
the hydrogen mass fraction in the stellar core is below 10−8.
B1.25 is chosen at intermediate luminosity between the bump
(which minimum and maximum luminosities, Lb,min and Lb,max,
are also shown) and the moment when the thermohaline zone
“contacts” the convective envelope (see below). C1.25 stands at
the “contact” luminosity Lc,th where surface abundances start
changing due to thermohaline mixing. D1.25 and E1.25 are close
to and at the tip of the RGB (then the mass of the helium core is

H H
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Fig. 2. Chemical structure at the turnoff of the 1.25 M⊙ star computed
for different initial rotation velocities as indicated. The mass fractions
are multiplied by 100 for 3He, 12C, and 14N, by 2500 for 13C, by
50, 900, and 5×104 for 16O, 17O, and 18O respectively, and by 1500
for 23Na. The vertical arrows show, in all cases, the maximum depth
reached by the convective envelope at its maximum extent during the
first dredge-up.

Table 1. Luminosities of the bump (Lb,min and Lb,max, see Fig. 1), of
the evolution point when the thermohaline zone contacts the convective
envelope (Lc,th), and of the RGB tip (Ltip), for the low-mass stars at
various initial rotation velocities.

M Vzams Lb,min Lb,max Lc,th Ltip
(M⊙) (kms−1) (L⊙) (L⊙) (L⊙) (L⊙)
1.25 0 37 45 94 2821

50 25 25 64 2798
80 15 16 72 2807

110 16 17 72 2798
1.5 0 50 59 784 2903

110 27 36 101 2869
1.8 0 74 83 1907 2995

110 51 57 145 2768
2.0 0 79 87 1908 2994

110 64 87 250 2872
180 74 117 256 2670
250 76 95 232 2416

0.428 and 0.486 M⊙ respectively, for a total stellar mass of 1.14
and 1.03 M⊙).

3.1.1. Main sequence and subgiant branch

Figure 2 depicts the chemical structure of a 1.25 M⊙ star at
the end of central hydrogen-burning (point A1.25; top left panel
for the present case without rotation-induced mixing). The most
fragile elements lithium, beryllium, and boron, which burn at
relatively low-temperatures and are preserved only in the most
external stellar layers, are not shown here. On the pre-main se-
quence, pristine deuterium is converted to 3He, while on the
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Fig. 10. Evolution of the surface abundance of 7Li in the 1.25 M⊙ star
up to the RGB tip when considering thermohaline transport but no
rotation-induced mixing. The black solid and red dashed curves cor-
respond to computations performed with Ct = 103 and 104 respectively.

only the very external regions of these atypical main sequence
stars and has no direct impact on the nuclear burning occuring
much deeper inside the star, nor on the RGB chemical properties.

We do not consider either the effect of atomic diffusion on
the RGB, although Michaud et al. (2010) pointed out that at that
phase 4He gravitational settling may eventually lead to a larger
µ-inversion than 3He-burning on the outskirts of the HBS. In
their computations, however, thermohaline mixing is not taken
into account. Consequently the effects of concentration varia-
tions on µ they get from pure atomic diffusion are maximum
compared to reality where thermohaline mixing (induced by
3He-burning and eventually by 4He-settling) counteracts atomic
diffusion. Michaud and collaborators have estimated that a value
of Dthc of the order of 107 cm2 s−1 is able to substantially re-
duce (by a factor of 10) the small gradients of He caused by
atomic diffusion on the RGB for a 0.95 M⊙, Z = 0.004 model.
Given that this number is smaller than Dthc obtained in our RGB
models (see Figs. 4 and 9), we can safely assume that the ef-
fects of atomic diffusion must be wiped out by turbulence and
that 3He-burning is the dominating process inducing thermoha-
line instability between the HBS and the convective envelope
in RGB stars. We are aware that some 4He settling may remain
even under the counteracting action of thermohaline mixing, al-
though this should be confirmed by computations that are out
of the scope of the present paper. One may note, however, that
this should simply slightly re-inforce the µ-inversion induced by
3He-burning (although to a much lower extent than in Michaud’s
computations), and thus strengthen the thermohaline transport
compared to the present models.

3.4. Low-mass stars more massive than ∼1.5 M⊙

Table 1 gives the luminosity of the bump as well as the lu-
minosity Lc,th at which the thermohaline instability “contacts”

Fig. 11. Same as Fig. 2 for the 2.0 M⊙ star computed for different initial
rotation velocities, as indicated. The mass fractions are multiplied by
100 for 3He, 12C, and 14N, by 2500 for 13C, by 50, 1100, and 5×104

for 16O, 17O, and 18O respectively, and by 1500 for 23Na. The vertical
arrows show, in all cases, the maximum depth reached by the convective
envelope at its maximum extent during the first dredge-up.

the base of the convective envelope for all the low-mass stellar
models computed both without and with rotation for the present
study. As we have just seen, for RGB stars less massive than
∼1.5 M⊙, thermohaline mixing starts changing the surface abun-
dances soon after the bump. However, for RGB stars with ini-
tial mass higher than 1.5 M⊙ computed without rotation-induced
mixing, the thermohaline instability is long quenched into a very
thin region, and is able to connect the external wing of the HBS
with the convective envelope only when the star reaches already
very high luminosity, close from the RGB tip. This is consistent
with the finding by Cantiello & Langer (2008, 2010) of an up-
per mass limit for efficient thermohaline mixing in non-rotating
low-mass RGB stars. However, as we shall see below, this con-
clusion does not hold anymore when one considers the impact
of stellar rotation.

Let us now discuss indeed the case of a 2.0 M⊙ star which
interior chemical structure at the turnoff is shown in Fig. 11 for
different initial velocities. As for the 1.25 M⊙ models discussed
before, rotation-induced mixing smoothes the abundance pro-
files inside the star and in the present case it already leads to
variations of the surface abundances on the main sequence that
are stronger for higher initial rotation velocities (this can be seen
by looking at the abundance values at Mr/M∗ = 1 in the vari-
ous panels of Fig. 11; see also e.g. Meynet & Maeder 2002).
Note also that the maximum value of 3He at the peak is much
lower than in the 1.25 M⊙, because on the main sequence the
2.0 M⊙ burns hydrogen mainly through the CNO cycle rather
than through the pp-chains. The more massive star thus dredges
less 3He on the subgiant branch as can be seen by comparing
Figs. 6 and 12.

Figure 12 shows the evolution of the surface abundances of
3He, 7Li, 14N, and of the 12C/13C, 16O/17O, and 16O/18O ratios
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100 for 3He, 12C, and 14N, by 2500 for 13C, by 50, 1100, and 5×104

for 16O, 17O, and 18O respectively, and by 1500 for 23Na. The vertical
arrows show, in all cases, the maximum depth reached by the convective
envelope at its maximum extent during the first dredge-up.

the base of the convective envelope for all the low-mass stellar
models computed both without and with rotation for the present
study. As we have just seen, for RGB stars less massive than
∼1.5 M⊙, thermohaline mixing starts changing the surface abun-
dances soon after the bump. However, for RGB stars with ini-
tial mass higher than 1.5 M⊙ computed without rotation-induced
mixing, the thermohaline instability is long quenched into a very
thin region, and is able to connect the external wing of the HBS
with the convective envelope only when the star reaches already
very high luminosity, close from the RGB tip. This is consistent
with the finding by Cantiello & Langer (2008, 2010) of an up-
per mass limit for efficient thermohaline mixing in non-rotating
low-mass RGB stars. However, as we shall see below, this con-
clusion does not hold anymore when one considers the impact
of stellar rotation.

Let us now discuss indeed the case of a 2.0 M⊙ star which
interior chemical structure at the turnoff is shown in Fig. 11 for
different initial velocities. As for the 1.25 M⊙ models discussed
before, rotation-induced mixing smoothes the abundance pro-
files inside the star and in the present case it already leads to
variations of the surface abundances on the main sequence that
are stronger for higher initial rotation velocities (this can be seen
by looking at the abundance values at Mr/M∗ = 1 in the vari-
ous panels of Fig. 11; see also e.g. Meynet & Maeder 2002).
Note also that the maximum value of 3He at the peak is much
lower than in the 1.25 M⊙, because on the main sequence the
2.0 M⊙ burns hydrogen mainly through the CNO cycle rather
than through the pp-chains. The more massive star thus dredges
less 3He on the subgiant branch as can be seen by comparing
Figs. 6 and 12.

Figure 12 shows the evolution of the surface abundances of
3He, 7Li, 14N, and of the 12C/13C, 16O/17O, and 16O/18O ratios
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[C/N] AS AN AGE INDICATOR
A&A 583, A87 (2015)

Fig. 1. Upper panel: run of the [C/N] abundance ratio within a 0.9 M⊙
stellar model ([M/H] = −0.35, scaled solar metal mixture), before the
occurrence of the FDU (thick line) and right after the completion of the
FDU (thin line). The horizontal axis displays the local fractional mass
(mass enclosed within a distance r from the centre divided by the total
mass). Lower panel: as upper panel but for the individual mass fractions
of N (dashed lines) and C (solid lines).

uncertainties relevant to the calibration. Section 3 compares our
results with [C/N]FDU–[M/H]–t relationships determined from
independent sets of stellar models, and this is followed by a sum-
mary of our results.

2. Theoretical calibration of [C/N]FDU vs. age

Stellar model calculations show that at the end of the main se-
quence (MS) phase, the outer convection zone progressively en-
gulfs deeper regions, dredging to the surface matter which has
been partially processed by H-burning during the MS (the FDU).
Chemical elements affected by the FDU are essentially C, N,
Li, and He. Both He and N abundances increase, whilst Li and
C decrease, the 12C/13C ratio drops to values of ∼20−25 (see,
e.g., Karakas & Lattanzio 2014, and references therein) and the
14N/15N ratio increases, due to mixing of the envelope’s initial
composition with inner layers processed by the CN-cycle, where
Li has also been burned. This slow variation in the photospheric
chemical composition halts at the maximum penetration of the
convective envelope, at which point the inner convective bound-
ary starts to move back towards the surface, leaving behind a
chemical discontinuity. This discontinuity, when crossed by the
advancing (in mass) H-burning shell, causes the appearance of
the RGB bump in the luminosity function of old stellar popula-
tions (see, e.g. Cassisi & Salaris 2013).

As an example, Fig. 1 displays the inner C and N stratifi-
cations together with the corresponding [C/N] ratio before the
start, and at the completion of the FDU respectively, of a 0.9 M⊙
model with metallicity [M/H] = −0.35 from the BaSTI stellar
evolution database2 (Pietrinferni et al. 2004, 2006) This value
of [M/H] is obtained from Z = 0.008, Y = 0.256 (scaled solar
metal mixture) according to [M/H] = log(Z/X)star − log(Z/X)⊙
2 http://www.oa-teramo.inaf.it/BASTI/

Fig. 2. Theoretical predictions for the run of [C/N]FDU as a function of
age for selected metallicities. From top to bottom, at an age of 10 Gyr,
[M/H] is equal to −2.27 (dotted line), −1.49 (short dashed), −1.27(long
dashed), −0.66 (dot-dashed), −0.35 (thick solid), 0.06 (thin solid) and
0.26 dex (thin long dashed), respectively. Data for halo field stars and
the labelled open clusters are also plotted (see text for details).

where Z, X = 1 − Z − Y, and Y denote the metal, hydrogen and
He mass fractions3

The pre-FDU nitrogen chemical profile displays clearly three
steps. Moving inwards, we find the initial abundance first, then
the higher CN-cycle equilibrium value, and the even higher full
CNO-cycle equilibrium value in the very central layers. The car-
bon abundances follow their own pattern of initial, CN-cycle
and CNO-cycle equilibrium abundances. After the FDU is com-
pleted, convection has mixed the surface with the CN equilib-
rium layers, and the final uniform abundance of N in the enve-
lope has increased, whilst the C abundance has decreased. The
corresponding behaviour of the [C/N] ratio is displayed in the
upper panel of the same figure.

At FDU completion the convective envelope contains ∼72%
of the total mass. When the mass of the model increases, surface
convection at the FDU engulfs a larger fraction of the total stellar
mass, and the net result is a decrease in [C/N] with increasing
RGB mass – hence decreasing age of the host population – in
the relevant mass (age) range.

Figure 2 displays our theoretical calibration of the
[C/N]FDU–[M/H]–t relation, obtained from the BaSTI stellar
model library, including overshooting from MS convective cores
and a scaled-solar heavy element distribution (see Pietrinferni
et al. 2004, for more details). The MS convective cores have
been extended beyond the boundary given by the Schwarzschild
criterion by an amount λovHp, where Hp is the pressure scale
height at the Schwarzschild border and λov a free parameter.
For masses larger than or equal to 1.7M⊙, BaSTI models em-
ploy λov = 0.20Hp; for stars less massive than 1.1 M⊙ λov = 0,
while in the intermediate range of the model grid (M = 1.1,

3 In general, if the metal mixture of the models is scaled solar, [M/H] =
[Fe/H]. In case of α-element enhanced ([α/Fe] > 0) metal distribu-
tions, to a good approximation [M/H] ∼ [Fe/H] + log(0.638f α + 0.362)
where fα = 10[α/Fe] (Salaris et al. 1993).
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Fig. 1. Upper panel: run of the [C/N] abundance ratio within a 0.9 M⊙
stellar model ([M/H] = −0.35, scaled solar metal mixture), before the
occurrence of the FDU (thick line) and right after the completion of the
FDU (thin line). The horizontal axis displays the local fractional mass
(mass enclosed within a distance r from the centre divided by the total
mass). Lower panel: as upper panel but for the individual mass fractions
of N (dashed lines) and C (solid lines).

uncertainties relevant to the calibration. Section 3 compares our
results with [C/N]FDU–[M/H]–t relationships determined from
independent sets of stellar models, and this is followed by a sum-
mary of our results.

2. Theoretical calibration of [C/N]FDU vs. age

Stellar model calculations show that at the end of the main se-
quence (MS) phase, the outer convection zone progressively en-
gulfs deeper regions, dredging to the surface matter which has
been partially processed by H-burning during the MS (the FDU).
Chemical elements affected by the FDU are essentially C, N,
Li, and He. Both He and N abundances increase, whilst Li and
C decrease, the 12C/13C ratio drops to values of ∼20−25 (see,
e.g., Karakas & Lattanzio 2014, and references therein) and the
14N/15N ratio increases, due to mixing of the envelope’s initial
composition with inner layers processed by the CN-cycle, where
Li has also been burned. This slow variation in the photospheric
chemical composition halts at the maximum penetration of the
convective envelope, at which point the inner convective bound-
ary starts to move back towards the surface, leaving behind a
chemical discontinuity. This discontinuity, when crossed by the
advancing (in mass) H-burning shell, causes the appearance of
the RGB bump in the luminosity function of old stellar popula-
tions (see, e.g. Cassisi & Salaris 2013).

As an example, Fig. 1 displays the inner C and N stratifi-
cations together with the corresponding [C/N] ratio before the
start, and at the completion of the FDU respectively, of a 0.9 M⊙
model with metallicity [M/H] = −0.35 from the BaSTI stellar
evolution database2 (Pietrinferni et al. 2004, 2006) This value
of [M/H] is obtained from Z = 0.008, Y = 0.256 (scaled solar
metal mixture) according to [M/H] = log(Z/X)star − log(Z/X)⊙
2 http://www.oa-teramo.inaf.it/BASTI/

Fig. 2. Theoretical predictions for the run of [C/N]FDU as a function of
age for selected metallicities. From top to bottom, at an age of 10 Gyr,
[M/H] is equal to −2.27 (dotted line), −1.49 (short dashed), −1.27(long
dashed), −0.66 (dot-dashed), −0.35 (thick solid), 0.06 (thin solid) and
0.26 dex (thin long dashed), respectively. Data for halo field stars and
the labelled open clusters are also plotted (see text for details).

where Z, X = 1 − Z − Y, and Y denote the metal, hydrogen and
He mass fractions3

The pre-FDU nitrogen chemical profile displays clearly three
steps. Moving inwards, we find the initial abundance first, then
the higher CN-cycle equilibrium value, and the even higher full
CNO-cycle equilibrium value in the very central layers. The car-
bon abundances follow their own pattern of initial, CN-cycle
and CNO-cycle equilibrium abundances. After the FDU is com-
pleted, convection has mixed the surface with the CN equilib-
rium layers, and the final uniform abundance of N in the enve-
lope has increased, whilst the C abundance has decreased. The
corresponding behaviour of the [C/N] ratio is displayed in the
upper panel of the same figure.

At FDU completion the convective envelope contains ∼72%
of the total mass. When the mass of the model increases, surface
convection at the FDU engulfs a larger fraction of the total stellar
mass, and the net result is a decrease in [C/N] with increasing
RGB mass – hence decreasing age of the host population – in
the relevant mass (age) range.

Figure 2 displays our theoretical calibration of the
[C/N]FDU–[M/H]–t relation, obtained from the BaSTI stellar
model library, including overshooting from MS convective cores
and a scaled-solar heavy element distribution (see Pietrinferni
et al. 2004, for more details). The MS convective cores have
been extended beyond the boundary given by the Schwarzschild
criterion by an amount λovHp, where Hp is the pressure scale
height at the Schwarzschild border and λov a free parameter.
For masses larger than or equal to 1.7M⊙, BaSTI models em-
ploy λov = 0.20Hp; for stars less massive than 1.1 M⊙ λov = 0,
while in the intermediate range of the model grid (M = 1.1,

3 In general, if the metal mixture of the models is scaled solar, [M/H] =
[Fe/H]. In case of α-element enhanced ([α/Fe] > 0) metal distribu-
tions, to a good approximation [M/H] ∼ [Fe/H] + log(0.638f α + 0.362)
where fα = 10[α/Fe] (Salaris et al. 1993).
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EXTRA-MIXING ALONG THE RGB

Martell et al 2008

Angelou et al 2015

Mixing efficiency increases 
for small masses and low 
[Fe/H]
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OBSERVED CORRELATION BETWEEN [C/N] AND MASS

Stellar masses and ages derived from carbon and nitrogen abundances 5

Figure 3.

Figure 2.

-Provide a fit to this
- Maybe also test: include log g in the MCMC, consider

C and N separately Maybe our current fits do not need logg
because we don’t have so many stars in specific parts of the
HR diagram (like upper RGB), but if someone wanted to
look specifically at upper RGB then they would get errors.
We can assess this by looking at mass residual errors not just
globally but for different populations in the HR diagram.
Morgan thinks that the error we make for lower RGB is due
to CNO cycle not being totally fully in place

results for logg> 2.7 MCMC result: m0 =
1.11094161733 +0.0380275067853 -0.0391400592202 t1
= -0.532038157055 +0.166377554046 -0.164308261104 t2
= -1.14361299073 +0.287054322799 -0.293859199949 t3
= -0.70251938268 +0.269479578914 -0.277557333214 t4
= 1.32947583511 +0.566463670819 -0.562815486781 t5 =
-0.56729792384 +0.63481182032 -0.62150224114 sigma0 =
0.1549463583 +0.0165967846158 -0.0161030271148

for 2.3<log g<2.7 m0 = 1.01230701041
+0.0135866948402 -0.0136903841899 t1 = -0.365672031313
+0.0667132973698 -0.067784225057 t2 = -1.37079906474
+0.103498970706 -0.105396857847 t3 = -0.455300623405
+0.117424391317 -0.119180666798 t4 = -0.27175815401
+0.215685158244 -0.21734186113 t5 = -1.06257773888
+0.252510417649 -0.260754729092 sigma0 =
0.0984927308219 +0.00808104243269 -0.00819957779178

for logg < 2.3 m0 = 1.0764476688 +0.0497676070733
-0.0503144302626 t1 = -0.202482949793 +0.189277910062

-0.186717796867 t2 = -0.822770281434 +0.36256418683
-0.349681281915 t3 = -0.355623529362 +0.233635152964
-0.230148152691 t4 = 0.86718597204 +0.649547667404
-0.639860756097 t5 = -1.19685072009 +0.62642864879
-0.629937640932 sigma0 = 0.0295677444211
+0.0281667596737 -0.020035105251

6.2 How well it works

Plot (mass-model)/mass, and maybe also (mass-
model)/sigma

Is there any systematic deviation? as a function of mass,
logg, alpha?

Discuss catastrophic failures
Issue mostly in RC, and even specifically the secondary

clump. Bovy’s RC paper mentions that secondary clump
stars are over-represented in APOKASC sample

The scaling rlations could have to be modified for the
RC stars (Miglio 2012) "Given that stars on the RGB have
an internal temperature (hence sound speed) distribution
significantly different from that of RC stars, we investigated
whether this difference could have an impact on the mass
determination via the delta nu scaling relation. These find-
ings suggest that, if we intend to use the ôŔś£Î¡ scaling to
estimate stellar mean density, a relative correction has to
be considered when dealing with RC and RGB stars. This
relative correction is expected to be mass-dependent and to
be larger for low-mass stars, which have significantly differ-
ent internal structure when ascending the RGB compared
to when they are in the core-He- burning phase. We com-
puted radial oscil- lation frequencies with the LOSC code
(Scuflaire et al. 2008) and found that the RC model had a
mean large frequency separation âĹĳ3.3 per cent larger than
the RGB model, despite having the same mean density.

What is teh effect of mass loss on the RGB?

7 STELLAR AGES AND APPLICATION TO

DR12 DATA

Show how we can get a handle on age from mass and metal-
licity (refer to Figures 4 and 5 in Martig et al. (2015) )

Apply to RC sample
Science result: the morphologically defined thick disk

shows a radial age gradient. Take stars at 1 < z < 2 kpc
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+0.252510417649 -0.260754729092 sigma0 =
0.0984927308219 +0.00808104243269 -0.00819957779178

for logg < 2.3 m0 = 1.0764476688 +0.0497676070733
-0.0503144302626 t1 = -0.202482949793 +0.189277910062

-0.186717796867 t2 = -0.822770281434 +0.36256418683
-0.349681281915 t3 = -0.355623529362 +0.233635152964
-0.230148152691 t4 = 0.86718597204 +0.649547667404
-0.639860756097 t5 = -1.19685072009 +0.62642864879
-0.629937640932 sigma0 = 0.0295677444211
+0.0281667596737 -0.020035105251

6.2 How well it works

Plot (mass-model)/mass, and maybe also (mass-
model)/sigma

Is there any systematic deviation? as a function of mass,
logg, alpha?

Discuss catastrophic failures
Issue mostly in RC, and even specifically the secondary

clump. Bovy’s RC paper mentions that secondary clump
stars are over-represented in APOKASC sample

The scaling rlations could have to be modified for the
RC stars (Miglio 2012) "Given that stars on the RGB have
an internal temperature (hence sound speed) distribution
significantly different from that of RC stars, we investigated
whether this difference could have an impact on the mass
determination via the delta nu scaling relation. These find-
ings suggest that, if we intend to use the ôŔś£Î¡ scaling to
estimate stellar mean density, a relative correction has to
be considered when dealing with RC and RGB stars. This
relative correction is expected to be mass-dependent and to
be larger for low-mass stars, which have significantly differ-
ent internal structure when ascending the RGB compared
to when they are in the core-He- burning phase. We com-
puted radial oscil- lation frequencies with the LOSC code
(Scuflaire et al. 2008) and found that the RC model had a
mean large frequency separation âĹĳ3.3 per cent larger than
the RGB model, despite having the same mean density.

What is teh effect of mass loss on the RGB?

7 STELLAR AGES AND APPLICATION TO

DR12 DATA

Show how we can get a handle on age from mass and metal-
licity (refer to Figures 4 and 5 in Martig et al. (2015) )

Apply to RC sample
Science result: the morphologically defined thick disk

shows a radial age gradient. Take stars at 1 < z < 2 kpc

c⃝ 0000 RAS, MNRAS 000, 000–000

1475 stars in APOKASC = APOGEE + Kepler
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EMPIRICAL MODEL FOR MASS AS A FUNCTION OF SPECTROSCOPIC LABELS
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MASS AND AGE ARE CORRELATED



WE ALSO BUILD A MODEL FOR AGE
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Figure 13. Application of our model to APOGEE DR12 data. Both panels represent [�/M] as a function of [M/H], colour-coded by
predicted mass on the left and predicted age on the right

correlation between stellar mass and surface abundances of
carbon and nitrogen. The power of our approach is that for
the first time it is possible to empirically link mass and C, N
abundances for a large sample of stars, instead of relying on
models to make the connection between both (as was done
for instance by Masseron & Gilmore 2015). We show that,
as expected from stellar evolution models, the [C/N] ratio
of giants decreases with increasing stellar mass. The mag-
nitude of the observed decrease is to first order consistent
with simple dredge-up models: we do not see any strong
evidence for extra mixing in the APOKASC giants.
To further test models of mixing processes would require a
sample of stars reaching lower log g and/or lower metallic-
ity, for which these e"ects might be stronger (Gratton et al.
2000; Spite et al. 2005).

Using APOKASC as a training set, we provide several
sets of fitted formulae to predict mass and age as a function
of [M/H], [C/M], [N/M], [(C+N)/M], Te� and log g. For
the stars in the training set, our models are able to predict
masses with relative r.m.s. errors of 14 per cent and r.m.s
age errors of 40 per cent. This simple model has a small
bias in its mass estimates: our predicted mass are too high
at low masses and too low at high masses. This could ei-
ther mean that our models are not flexible enough, or that
the input data contain biases (either in the APOGEE stel-
lar parameters or in the seismic masses), or that the biases
reflect di"erent physical scalings between stellar mass and
surface abundances for di"erent types of stars. As discussed
in Section 5, mixing processes and mass loss e#ciency vary
as a function of stellar mass and could create part of the
bias we observe. Future versions of the APOKASC sample
will contain thousands of more stars, including stars at lower
metallicities and lower log g. This opens up many possibili-
ties for new projects, including for instance detailed compar-
isons between stellar models and data, and fitting the data
with more flexible methods, such as Gaussian processes.

We must emphasize that individual mass estimates (and
even more so age estimates) must be viewed with great cau-
tion, especially if they seem exceptional. For individual stars,
the surface abundance of C and N might not always reflect
their present day stellar mass, for instance if the presence of
a binary companion altered their surface composition and/or
their mass. Our method is therefore perhaps best suited for

statistical studies of large samples of stars, and to compare
the properties of di"erent populations.

Generally speaking, our method of deriving masses and
ages for giants has many advantages. First, it is calibrated
on asteroseismic data, and provides a relatively simple pre-
scription to transfer the seismic information onto larger data
sets. The ideal situation would be to directly have seismic
masses measured for large sample of stars covering a large
fraction of the Milky Way, but this is not presently the case.
In addition, we also note that relying on [�/M] as a proxy
for age (or using mono-abundance populations in the [�/M]
vs [M/H] plane as approximations of mono-age populations)
might work to some degree (as we also showed in Section 6),
but [�/M] is an age indicator that depends on the chemical
evolution of the Milky Way, and not on the properties of
individual stars.

A related approach to calibrate masses and ages for gi-
ants using seismic data is presented in Ness et al. (2015b).
The Cannon confirms that the mass/age information is
present in the APOGEE spectra, and that the five regions
that carry most of the mass/age information correspond to
four molecular CN lines and one molecular CO line. This is
encouraging, and future papers will compare both methods
of age determination: from the spectra with the Cannon, and
from the element abundances with our techniques. We will
also explore in more detail the implications of our work for
the formation and evolution of the Milky Way by comparing
the age structure of the Galaxy with numerical simulations.
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Table 2. Predicted masses and ages for stars in APOGEE DR12. We do not provide individual mass and age uncertainties because the
error budget is dominated by systematic errors. The full table is available in electronic form.

2MASS ID Te� [K] log g [M/H] [C/M] [N/M] Mout [M�] ageout [Gyr]

2M00000211+6327470 4600 2.5 0.02 -0.20 0.28 1.53 2.9
2M00000446+5854329 4725 2.9 0.02 -0.05 0.19 1.41 3.6
2M00000535+1504343 4791 3.3 -0.06 0.01 0.06 1.09 7.5
2M00000797+6436119 4449 2.5 -0.21 -0.05 0.18 1.29 3.9
2M00000818+5634264 4895 2.9 -0.19 0.10 -0.02 1.31 4.9
2M00000866+7122144 4585 2.7 -0.07 -0.09 0.25 1.40 3.2
2M00001104+6348085 4865 3.3 0.06 -0.09 0.15 1.57 2.8
2M00001242+5524391 4579 2.6 0.12 -0.01 0.25 1.17 6.3
2M00001296+5851378 4659 2.9 0.07 0.06 0.19 1.25 5.1
2M00001328+5725563 4461 2.6 0.10 -0.08 0.25 1.36 3.9

. . .

Galactic chemical evolution (Martig et al. 2015; Chiappini
et al. 2015). However, these stars could also be catastrophic
outliers in our fits, and their ages would need to be indepen-
dently confirmed with other techniques before we can draw
any conclusions about them.

It is also important to mention that while the rela-
tive distribution of ages looks plausible, the absolute scaling
might be slightly o⌧. Stars with [�/M] > 0.15 here have a
median age of 7.9 Gyr, while previous studies suggest ages
of the order of 9–10 Gyr for the �-rich sequence (Haywood
et al. 2013; Bensby et al. 2014; Bergemann et al. 2014).
Part of an explanation for the too low median age of the
�-rich stars could be related to the cuts we have to apply
to the DR12 sample (that might remove part of the param-
eter space where older stars would be found), but this issue
might simply reflect the fact that our model is known to
underestimate the ages of old stars (as shown in Figure 11).

An important sub-sample of DR12 is the red clump
catalogue of Bovy et al. (2014). A first advantage is that
selecting stars of a given evolutionary stage should reduce
biases in our relative mass determination, even though ages
for the RC are very dependent on the mass loss prescription
adopted. Another important advantage of that RC sample
is that distances have been determined with an individual
uncertainty of 5%, which allows to study the spatial distri-
bution of stars as a function of their age.

Applying our cuts to the RC catalogue produces a sam-
ple of 14,685 stars. Figure 14 represents the age distribution
of these stars in the [�/M] vs [M/H] plane, showing results
consistent with the larger DR12 sample. Figure 15 shows
the spatial distribution of stars colour-coded by their age.
As expected, young stars are concentrated towards the disk
mid-plane and older stars extend to higher height above and
below the disk. The existence of such spatial correlations re-
inforces the plausibility of our ages, at least in a relative
sense.

7 CONCLUSION

We have laid out a powerful and practical approach to esti-
mate stellar masses, and implied ages, for giant stars on the
basis of the stellar labels derived from their spectra. We use
a sample of 1,475 giant stars with asteroseismic mass esti-
mates from the APOKASC survey to study and model the

Figure 14. Application of our model to the red clump catalogue
of Bovy et al. (2014). The distribution of stellar ages in the [�/M]
vs [M/H] plane is consistent with the larger DR12 sample shown
in Figure 13.
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Figure 15. Spatial distribution of stars in the red clump cata-
logue, color coded by median age in bins of galactocentric radius
and height above and below the mid-plane. The young stars are
found close to the mid-plane, while old stars extend much further
above and below the disk.
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WHERE DO WE GO NEXT?

➤ Improve age determinations: new APOKASC sample, 
upcoming K2 data, Gaia + spectroscopic surveys 

➤ Direct comparisons with simulations 

➤ Comparisons with nearby galaxies! 

MUSE data for nearby edge-on disk galaxies (2 from own 
programs + 3 from F3D survey) 

Pinna et al submitted + in prep, Martig et al in prep
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Fig. 3. Maps of the stellar populations of FCC 170. From top to bottom: mean age, mean total metallicity [M/Fe] and mean [Mg/Fe] abundance. The
discarded bins and the position of the two MUSE pointings are plotted in grey. A scale bar on bottom-left of each map indicates the correspondence
with physical units.
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Preliminary results: populations

● Young thin disk
✗ Radial gradient

● Old thick disk
● Youngest stars in the 

center 
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(Turner et al. 2012)
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