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1 INTRO	

In	this	LOFAR	Operations	report	ASTRON	/	former	RO	reports	on		

- Telescope	operations	(section	2).	

- Usages	of	the	international	stations	(section	3).	

- LOFAR	operations	in	the	new	ASTRON	structure	(section	4).	

	

2 TELESCOPE	OPERATIONS	

2.1 Telescope	efficiency	

The	average	observing	efficiency1	for	the	current	and	past	3	Cycles	is	shown	in	Figure	1.	For	reference,	we	show	the	
target	efficiency	for	the	previous	Cycles	11-13	(70%).	So	far,	the	efficiency	in	Cycle	14	has	been	75%,	as	in	Cycle	13.			
 

 
 
Figure 1: Average Efficiency per LOFAR Cycle. 
 

2.2 Changes	to	the	Cycle	14	observing	program	

 
Our	March	report	mentioned	an	expected	decrease	of	the	observing	efficiency	in	Cycle	14	compared	to	Cycle	13,	to	
free	up	resources	for	TMSS.	As	reported	in	June,	the	late	addition	of	the	front-end	developers	to	the	TMSS	SCRUM	
team	caused	a	3-month	delay	to	the	project.	Consequently,	TMSS	commissioning	(accounting	for	30%	of	the	Cycle	
observing	time,	i.e.	840	hours)	will	only	be	active	in	the	second	part	of	the	current	Cycle	and	will	continue	during	
Cycle	15.	Therefore,	the	total	amount	of	observing	time	that	can	be	accommodated	in	Cycle	14	is	higher	than	what	
allocated	at	the	past	PC	meeting	(April	2020).	We	are	taking	advantage	of	this	by:		

- advancing	15%	of	the	LT	allocations	of	Cycle	15	(420	observing	hours)	to	the	current	Cycle		

- shifting	half	of	the	TMSS	commissioning	time	(420	hours	of	telescope	time)	to	the	next	Cycle.		

This	implies	that	for	Cycle	15	up	to	1089	observing	hours	are	available	for	distribution.	Indeed,	this	figure	takes	into	
account	that	in	April,	1291	h	have	been	assigned	to	long-term	projects	for	the	next	Cycle,	420	hours	of	which	are	now	
moving	to	Cycle	14.	What	allocated	to	the	new	Cycle	proposals	coming	November	will	complement	those	LT	
allocations	that	we	will	not	move	to	Cycle	14	now	and	will	remain	in	the	next	Cycle.	The	total	amount	of	observing	
time	offered	by	ASTRON	during	the	2-Cycle	period	(Cycle	14+15)	will	remain	unchanged.	This	is	presented	in	Table	1	
below.	
  

 
1	‘Efficiency’	is	measured	as	the	fraction	of	time	during	which	the	instrument	has	performed	successful	science	
observations.	
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2.5 Telescope	time	distribution	

The	telescope	time	distribution	over	the	current	and	past	3	Cycles	is	shown	in	Figure	4.	Compared	to	Cycle	13,	we	
witness	a	slight	increase	in	the	amount	of	failed	observations	(mostly	because	of	the	warm	summer	temperatures).	
Failures	are	analysed	in	detail	in	the	next	section.	Note	that	the	‘filler’	observing	category	has	formally	disappeared	in	
Cycle	14,	as	per	ILT	policy.	Projects	which	were	previously	classified	as	‘filler’	projects	now	formally	contribute	to	the	
regular	observing	category.		

	
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Telescope time distribution. 

2.6 Observing	Failures	

In	this	section	we	summarize	the	status	of	failed	observations2	from	17	Feb	2020	to	23	Aug	2020.	In	this	time	period,	
there	have	been	a	total	of	94.5	lost	observing	hours.	This	corresponds	to	a	loss	of	3.2%	of	the	total	production	
observing	time	in	this	6-month	period.	This	is	below	average.	
Most	of	the	failure	time	was	due	to	NETWORK	errors	(33%;	a	broken	10g	network	card,	post	stop	day	problems	and	
hardware	problems	after	the	extreme	temperatures)	and	STATION	errors	(28%)	partly	due	to	the	high	temperatures.	
Other	ENVIRONMENTAL	problems	accounted	for	15%	of	lost	observing	time,	including	lightning,	hail	and	heavy	wind.	

 
Figure 5: Observing hours lost per month. 
 

 
2	 See	previous	reports	for	an	explanation	of	the	failure	modes.	
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3 INTERNATIONAL	STATIONS	USAGE	

In	Figure	6	we	report	an	overview	of	the	evolution	of	the	amount	of	time	that	international	stations	spent	in	ILT-mode	
for	production	observing,	in	idle/test	time	when	in	ILT-mode	and	the	amount	of	local-mode	time,	as	a	function	of	
observing	cycles	(note	that	for	Cycle	14	the	values	are	extrapolated	till	the	end	of	the	semester).		

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
Figure	6:	Usage	of	international	stations.	
	
	
In	line	with	earlier	reporting,	the	plot	highlights	the	following	main	trends:	
	
- Following	an	exponential	growth	over	cycles	9	and	10,	the	amount	of	observing	hours	including	foreign	
stations	in	ILT	mode	(blue	area)	has	fluctuated	around	a	value	of	2300	hours	from	cycle	10	to	cycle	14.	

- The	amount	of	idle	/	test	time	of	the	international	stations	when	in	ILT	mode	(red	area)	has	been	stable	
around	a	value	of	150	hours	till	the	end	of	Cycle	13.	An	increase	is	expected	during	the	current	cycle,	with	an	
expected	value	below	400	hours	at	the	end	of	Cycle	14.	Such	a	trend	correlates	with	1)	the	increased	demand	
of	foreign	stations	in	ILT	mode	in	recent	cycles	and	2)	the	increased	demand	of	test	time	for	ongoing	ASTRON	
projects	(e.g.	TMSS,	holography).	

- The	amount	of	local-mode	time	of	the	international	stations	(grey	area)	decreases	to	about	800	hours,	as	
expected	by	the	end	of	Cycle	14.	The	overall	trend	correlates	well	with	the	high	demand	of	foreign	stations	in	
ILT-mode	in	recent	cycles.	

- Finally,	a	clear	correlation	is	found	between	the	local-mode	and	the	idle	time	when	in	ILT-mode.	This	can	be	
explained	by	the	increased	demand	of	foreign	stations	in	ILT-mode	in	recent	cycles	and	the	necessary	
optimization	of	the	scheduling	which	should	be	alleviated	by	the	introduction	of	a	dynamic	scheduling	
algorithm.	

 
 

4 NEW	ASTRON	STRUCTURE:	LOFAR	OPERATIONS		

4.1 New	structure	

ASTRON	implemented	a	new	institute	structure.	The	transition,	which	was	originally	planned	on	1	July,	started	on	1	
September	due	to	delays	in	the	process	caused	by	the	global	pandemic.		
	
In	the	new	structure	the	full	set	of	operational	activities	will	be	run	by	two	different	units:	Telescope	Operations	(TO)	
and	Science	Data	Centre	operations	(SDCO),	which	replace	the	old	O&M	and	SOS	groups,	respectively	(see	Figure	7).			
	

	
Figure	7:	Operational	groups	in	the	old	(left)	and	new	(right)	ASTRON	structure.	
	



LOFAR VISION

➤ LOFAR 2.0: be the world leading  
very low frequency instrument until 2030+ 

➤ spectacular science at very low frequencies 
(simultaneous LBA and HBA observation: 10 - 240 MHz, 
higher dynamic range, multiple-beams on sky)  

➤ international stations provide outstanding resolution 
(0.2’’ over all Northern hemisphere, matches resolution 
of Euclid and Hubble) 

➤ Develop LOFAR LTAs into Science Data Centers 

➤ Improve LOFAR governance: transform to LOFAR ERIC



LOFAR 2.0
➤ LOFAR2.0 will capture and deliver standard data products to a Science Data Centre 

facility. 

➤ LOFAR2.0 Stage 1 will include:  
Station2.0 (STAT): Simultaneous LBA/HBA Observing, Control Software,  
RFI mitigation measures 
Central Processing (CEP): LOFAR2.0 Megamode,  
Modifications to adopt LOFAR2.0 data 
Timing Distributor (TD): Central clock for all Dutch stations 
Network (NW): Upgrade of network capacities 
Telescope Manager (TM): Interface to new station control, Stand-alone mode 
Station1.0 (STAT1): Software wrapper to control LOFAR1.0 stations by LOFAR2.0 TM 

➤ Out of scope of stage 1: 
AARTFAAC continuation, Antenna redesign (HBA redesign in LOFAR4SW), 
Implementation of LOFAR — SDC split, Integration of NenuFAR,  
TMSS (is part of current LOFAR1.0 budget), Replacement of CEP4,  
DUPLLO Survey pipeline (is part of SDC programme),  
LOFAR-IT delivery (will partly use LOFAR2.0 components), new stations



LOFAR 2.0 & LOFAR4SW HIGHLIGHTS

➤ Prototype of new receiver units by ASTRON and INAF 

  

➤ Prototype for clock distribution by ASTRON 

➤ Test station at Chilbolton (4 HBA tiles), beam former 
development in ongoing
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4 Progress highlights LOFAR2.0 Stage 1 
4.1 System 
At system level, there have been three major activities: 

• Management to balance the LOFAR2.0 Stage 1 costs, schedule and system performance, 
leading to the proposal in Sec. 5. 

• Selection of a Monitoring and Control (M&C) software framework. In LOFAR1, the WinCC-OA 
software framework is used to monitor the station hardware. Dedicated software specifically 
written for LOFAR is used to control the stations. To make the LOFAR2.0 software development 
as efficient as possible, a single framework for both monitoring and control is envisaged for 
LOFAR2.0. Given the advantages that Tango-Controls, an alternative framework, could offer 
for LOFAR, the M&C framework for LOFAR2.0 is being revisited. 

• The architectural design of the organisational split of the LOFAR and Science Data Centre (SDC) 
facilities is ready and is being approved. After approval, an impact analysis is needed to assess 
the detailed impact of the proposed changes on the LOFAR facility. The impact analysis and 
the implementation of the changes are not scoped yet. 

4.2 Station development for Stage 1 

     

• The LOFAR2.0 receiver units are collaboratively designed by INAF and ASTRON. The first test 
boards of the low band receiver from both institutes have been successfully combined. 

• The prototype low band receiver has been connected to early prototypes of the other key 
hardware components to form the heart of the "Lab Test Station". Components from left to 
right: noise source (input), analog part of the receiver (RCU2L), ADC board, mid-plane and 
Uniboard2. Integration test are ongoing. 

• The Station activity was impacted by a number of factors that are affecting the Station 
schedule and budget: 

o Station Control software development is progressing at a lower efficiency than 
planned, and operational requirements arrived relatively late, leading to a delay. As a 
consequence, firmware designer and electronics designers need to continue longer 
as well for integration and verification. 

o COVID-19 temporarily reduced the efficiency of the team 
o The required development and systems engineering effort of the new station turned 

out to be underestimated 

The impact of these factors and the proposed actions are discussed in Sec. 5. 



LOFAR 2.0 — BUDGET AND TIMELINE
➤ LOFAR 2.0 development budget and timeline is under pressure: 

Delays/underestimated effort in firmware development and station control software 

➤ ILT Board approved a downscoping process: 

  

➤ Timeline: downscoping (Dec 2020), deadline for upgrade commitment (originally Sept 2021) will 
be shifted;  
original plan: Italian and Dutch stations starts 2/2022; roll-out of INT stations in 2023,  
LOFAR2.0 operations start 2024

10 
 
 

5. The program scientist prioritises the options on the list based on scientific merits. 
6. The LOFAR2.0 Science Advisory Committee (L2SAC) reviews the list on scientific merits, and 

reports its advise to the Program Board and the ILT Board. 
7. The program board reviews the list, and can change the order of the options on the list based 

on their budget, schedule, risk and operational implications. 
8. The ILT Board reviews the list, could make changes motivated by non-scientific merits only, 

and approves the list. 
9. The ILT Board can decide to make changes to the LOFAR2.0 Stage 1 development budget 
10. The items and prioritisation of items on the downscoping list can be changed through a 

Change Request. 
11. The saved development effort and the reinstatement costs of an item change as the design 

progresses and is updated bimonthly. 

Step Body Action Scope 
1 Project Scientists Prioritise initial list Scientific 
2 LOFAR2.0 Science Advisory 

Committee (L2SAC) 
Review 

Advise program board 
and ILT Board 

Scientific 

3 Program Board Review 

Re-order list 

Time/budget/risk/operations 

4 ILT Board Review 

Re-order list 

Approve 

Non-scientific 

 

7.6 Planning 
September 2020 Review and approval of the process by the ILT Board 

Establishing the downscope options by the team 
October 2020 Scoring and prioritisation by primary stakeholders (the Program Scientists 

and the ead of Operations) 
October / November 
2020 

Review of the list by the L2SAC 

December 2020 Review and approval of the downscope list by the ILT Board 
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LOFAR VISION

➤ LOFAR 2.0: be the world leading  
very low frequency instrument until 2030+ 

➤ spectacular science at very low frequencies 
(simultaneous LBA and HBA observation: 10 - 240 MHz, 
higher dynamic range, multiple-beams on sky)  

➤ international stations provide outstanding resolution 
(0.2’’ over all Northern hemisphere, matches resolution 
of Euclid and Hubble) 

➤ Develop LOFAR LTAs into Science Data Centers 

➤ Improve LOFAR governance: transform to LOFAR ERIC



➤ Dutch Stichting “International LOFAR Telescope”  

➤ ILT Board and ILT Director 

➤ National Consortia: NL, D, PL, F, IR, IT, S, UK, LAT 

➤ 38 Dutch stations owned by ASTRON 

➤ 13 international stations owned by various parties (8 in D) 

➤ 3 Long Term Archives (Amsterdam, Jülich, Poznan) 

➤ ILT has contracts with station owners and consortia (including LTAs)  

➤ Central operations by ASTRON, NL 

➤ ILT governance was great to pull this off the ground, but does not scale 
with the number of new partners, growing complexity in management 
and funding, not ideal for common effort in hardware procurement, 
operation of infrastructure on European scale

LOFAR GOVERNANCE



➤ ERIC = European Research Infrastructure Consortium 

➤ Legal entity recognised by the European Commission and EU law 

➤ Members are states and IGOs (with a majority of EU member states) 

➤ Advantages of an ERIC: Visibility at European level, involvement of national science 
ministries via Representing Entities, ERIC can own, operate, coordinate infrastructure 
across Europe — even in states that are no ERIC members, common procurement, VAT 
reduction, etc. 

➤ First preparatory meeting under lead of Dutch ministry (including BMBF) took place in 
Feb 2020; 2nd meeting Oct 15, 2020   

➤ Timeline: 2 step process:  
1st step April 2021 (statutes, financial annex, technical description);  
2nd step September 2021 (members, representing entities, rules of procedure, etc.);  
EC decides; Publication of statutes in Journal of EU  

➤ Start of LOFAR ERIC envisioned for April 2022 

➤ Roll-out of LOFAR2.0 hardware starts 2022, LOFAR2.0 science starts in 2024

CASE FOR AN ERIC



➤ Current GLOW-LOFAR Infrastructure Owners are:  
AIP Potsdam, FZ Jülich, MPA, MPIfR, RU Bochum, U 
Bielefeld, U Hamburg, TLS Tautenburg 

➤ Community will be represented by a Representing Entity 
(TBD) 

➤ We operate under the assumption that the total budget of the 
LOFAR ERIC is the same as the ILT budget (mix of cash and 
in-kind) 

➤ LOFAR2.0 investments on top  

➤ New partners are welcome, involvement can reach from small 
to contributing an extra LOFAR station (not before 2024)

ISSUES TO CONSIDER FOR GERMANY


