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1 INTRODUCTION

One of the major problems in modern astrophysics is to déterm
physical parameters of stars, masses and ages, and theindin
ics. Whereas various methods exist, most of them are not suit
able for large stellar samples. Thus the most common apiproac
is fitting to stellar evolution models, i.e., comparison of ab-
served location of a star in thEgx — My plane with isochrones
or evolutionary tracks for a given metallicity amdenhancement.
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ABSTRACT
For studies of Galactic evolution, the accurate charaza#adn of stars in terms of their evolu-
tionary stage and population membership is of fundamemabrtance. A standard approach
relies on extracting this information from stellar evotutimodels but requires thdfective
temperature, surface gravity, and metallicity of a stanotgd by independent means. In pre-
vious work, we determined accuratffextive temperatures and non-LTE lp@nd [Fe¢H]
(NLTE-Opt) for a large sample of metal-poor star8 < [Fe/H] < —0.5, selected from the
RAVE survey. As a continuation of that work, we derive hereithmasses, ages, and dis-
tances using a Bayesian scheme and GARSTEC stellar tracksoRparison, we also use
stellar parameters determined from the widely-used 1D Xditation-ionization balance of
Fe (LTE-Fe). We find that the latter leads to systematicatigarestimated stellar ages, by
10-30%, but overestimated masses and distances. Metalggots stfer from the largest
fractional distance biases of 70%. Furthermore, we compareesults with those released
by the RAVE collaboration for the stars in common (DR3, Zaiitkt al! 20100; Siebert etlal.
). This reveals-400 to +400 K offsets in &ective temperature;0.5 to 1 dex dfsets
in surface gravity, and 10 to 70% in distances. The systenmi@nds strongly resemble the
correlation we find between the NLTE-Opt and LTE-Fe paramsetedicating that the RAVE
DR3 data may befeected by the physical limitations of the 1D LTE syntheticctpe Our
results bear on any study, where spectrophotometric distkannderlie stellar kinematics. In
particular, they shed new light on the debated controvdyeytthe Galactic halo origin raised
by the SDSESEGUE observations.

Key words: stars: fundamental parameters — stars: distances — staisition — stars:
late-type — Galaxy: kinematics and dynamics

calibration of metallicity and alpha-enhancement on spscbpic
data. Additionally, information on gravity is not obtaindatectly,
a quantity needed to accurately determine distances. Tamal
tive and preferable method is to use spectroscopy direbty,al-
lows a consistent determination of all atmospheric quitesit ef-
fective temperature, surface gravity, and element abuedarsi-
multaneously. Thus, it minimizes the the total error causguar-
ious sources of uncertainties inherent t@etient methods of pa-
rameter determination.

This method demands stellar atmospheric parameters apan in

which can be derived from photometry (elg.. Holmberg BtG072 With the advent of large-scale stellar surveys such as
[Casagrande etal. 2011) or spectroscopy (Valenti & FiScoeby RAVE (Steinmetz et all_2006), GCS_(Nordstrom €t al._2004),
or some combination thereof (e.g. application to SISESGUE SDSSSEGUE [(Yanny et all 2009), GAIA-ESC_(Gilmore et al.
data irl Lee et al. 2008). The drawback of photometry is thdeit [2012) much attention has been devoted to developing sagattest
pends on reddening, which isfilcult to estimate, and demands  statistical methods to best exploit the available spectiis and

* Email:aldos@ice.csic.es

photometric information. The basic technique of isochréitieng

(see e.g. Ng & Bertelli 1998; Liu & Chaboyer 2000), or a combi-
nation of complementary techniques (Lachaume lét al.| 1988)
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evolved into more systematic methods that can be applieérnp v
large amounts of data. Béerent alternatives based on a frequentist
approach (e.g mlo) or BayeS|an analyew.mﬁn-
creasmg sophlstlcatlo <

|£Las_agj'_and_e_e_t|hm010)have bee

of using physically accurate spectroscopic stellar patara@n the
determination of their masses, ages, and distances.

Our paper is structured as follows: Sectidn 2 gives details o
the observational data and thefdrent techniques used in the de-
termination of basic spectroscopic parameters. Selctisredorief

presented and their advantages and disadvantages discussedescription of the grid of stellar evolution models complufer

(Pont & Eyell 2004; Jargensen & Lindegfen 2005).

As aresult, spectrophotometric determination of masges,a
and distances for late-type stars is nowadays routinel\iexpmn
large-scale stellar surveys and, although witfiedent implemen-
tations, lies at the core of almost all studies aimed at cheariaing
stellar populations in the Milky Way, both in the intrinsiteBar
properties such as age-metallicity relations (Holmberm/é2007;
[Casagrande et’dl. 2011) as well as in their kinematical prope
ties [Carollo et al, 2010; Schonrich eflal, 2011; Burne&l&2011).
However, in these studies little or no attention has beesrgio the
physical accuracy of stellar atmospheric parameters,hyiicone
way or another, always rely on models describing radiatiaas-
port in stellar atmospheres. In spectroscopy, all thezaktyrids
of synthetic stellar spectra for late-type stars have beempated
based on the assumptions of local thermodynamic and 1D hydro
static equilibrium (hereafter 1D LTE). These are, for ex@amthe
widely-used synthetic spectra grids/by Munari étlal. (20@8jich
rely on the Kurucz 1D LTE model atmosphere and radiativestran
fer codes. However, recent observational and theoretidies re-
vealed substantial systematic biases in basic stellamzeas at
low metallicity andor gravity caused by the breakdown of LTE and
1D hydrostatic equilibrium approximations (e. mm
[Bergemann et &l. 20112). It must be pointed out that these b
ubiquitous, andfiiect the results obtained from the analysis of high-
and low-resolution spectra. The reason is that departuoes £D
HE and LTE often change equivalent widths (or, equivaleitihe
indices), and consequently abundances inferred from andgtig
spectral feature. Thidkect does not vanish with a decreasing spec-
tral resolution, which merely alters the line profile shagtheut
affecting the total energy absorbed in a line. Although no tetai
guantitative estimates have been performed so far, one isage
pect a non-negligible impact on certain photometric inglicks a
consequence, it is completely unknown whether, and howesys
atic errors in basic stellar parameters caused by the assunsof
1D LTE impact the inferred stellar properties, that is, imn context,
ages, masses, and distances.

In .|(2_Q1|2, hereafter Paper 1), we presented a com
prehensive study of systematic errors in the determinatf@pec-
troscopic stellar parameters arising from using the atassiethod
of excitation-ionization balance of Fe | and Fe Il lines lthee 1D
LTE model atmospheres. Based on the results for the largplesam
of metal-poor stars{3 < [Fe/H] < —0.5) selected from the RAVE
catalogue, we concluded that the impact of using inaccufége-
tive temperature scale and neglecting tffe@s of non-local ther-
modynamic equilibrium (NLTE) on the determination of gt&s
and metallicities leads to systematic biases of up to 400éffec-
tive temperature,.b dex in surface gravity and®dex in metallic-
ityﬂ. In this work, we use results from Paper 1 to analyze the itpac

1 While the methods developed in the Paper 1 are best suiteapfiica-
tion to high-resolution spectra, they can be, in principktended to lower-
resolution data if the wavelength coverage iffisient to measure the H
lines or accuratelT¢; can be obtained by independent means, i.e., from
high-quality photometry with a careful correction for remihg. A more
reasonable way is to resort to standard methods relyingaivaby}? mini-
mization, as e.g. i @08), using, howetersynthetic grids

this work. In Sectioff4 we describe the novel Bayesian methed
apply to obtain masses, ages and, distances, and disculisithe
itations, particularly imposed by the degeneracy of stetiadels
on the observational plane. We present the results in $¢gtand
compare them with those published by the RAVE collaboration
Finally, in Sectio b we summarize the impact of our findings i
the broader context of Galactic structure studies and esiphéhe
absolute need of accurate spectroscopic stellar parasriaterder

to fully exploit the enormous amount and quality of data egirey
from large-scale stellar surveys.

2 OBSERVED STARS, MODEL ATMOSPHERESAND
STELLAR PARAMETERS

The observed dataset was taken frmmﬂ) tand i
comprises the core of the sample usemmzm,- h
after Paper 1) as well. These stars were originally selefded
high-resolution observations based on data obtained byR#ie
dial Velocity Experiment Survey (RAVE; Steinmetz eflal. P)tn
order to study the metal-poor thick disk of the Milky Way. Hig
signal-to-noise spectra for these stars were obtainedy usgh-
resolution echelle spectrographR (= 30000 and 8N ~ 100
per pixel) at several facilities around the world. For thegemt
work, the final sample contains 254 stars in the metallicityge
—3.0 < [Fe/H] < —0.5. With respect to the full sample, we have
excluded horizontal branch candidates because the gritelédrs
models used here extends only up to the tip of the red gianthra
(RGB). Also, stars with log < 0.5 have not been considered to
avoid large extrapolations from the grid of NLTE correcgdhat
extends down to log = 1 m Stellar parameters
were determined using twoftierent techniques, as described in de-
tail in Paper 1 and summarized below.

First, we apply the classical method of 1D LTE excitation-
ionization equilibrium of Fa and Fen, which relies on the min-
imization of the abundance trends with reduced line egeival
widths and lower level excitation potentidlez and microturbu-
lence are optimized to establish excitation balance, agd knd
[Fe/H] are found by simultaneously requiring ionization bakanc
Notwithstanding the physical limitations due to the asstioms of
1D LTE, the method is still in widespread use today becauses of
simplicity and easiness of implementation.

In the second approach, substantifibgs were made to im-
prove the accuracy of basic stellar parameters in the attéonp
minimize the above-mentioned systematic errors. Firgffec-
tive temperatures were determined fronffelient methods avail-
able for cool stars (such as the Balmer lines, semi-emfiyicali-
brated photometry). The final, optimdl; is that derived from the
weighted averaging of fierent methods. In a second step, we re-
computed gravities and metallicites relaxing the LTE agstion

computed completely in NLTE. Such a code is currently beimgetbped by
one of the co-authors and will be applied to a large datadetefesolution
spectra.

2 The NLTE abundance corrections for the Fe | lines are availéiy the

full grid of Lind et al m) undewww.inspect-stars.net.
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Figure 1. Comparison of stellar parameters derived using the LTE-Ethad and the NLTE-Opt stellar parameters for our sample ethhpoor stars.
Differences in temperature, gravity, and metallicity showgelaystematic increase with decreasing metallicity. SeerPhafor full details.

and adopting the neW¢; scale. The NLTE corrections were ap-
plied to Fer abundances using the new wrapper code to MOOG.
The typical errors are(Ter) ~ 60— 100 K, o(logg) ~ 0.1 dex, and

100 to 400 K for all stars below [Ad] ~ —1; for dwarfs above this
metallicity, the dective temperatures are usually over-estimated.
Note that the LTE-F&; values for very cool giants appear to be

o([Fe/H]) ~ 0.1 dex. Note that these are the absolute errors (sys- reasonably accurate for [f¢ > —-1.5.

tematic+ internal) on the accuracy of our stellar parameters. Sim-
ilar errors bars are typically quoted in standard techrsqti#ow-
ever, usually those represent the internal precision oftaoadeonly.
The results obtained by the LTE-Fe method afeced by much
larger systematic errors. In the Paper 1, we contrastedesuilts
for stars with surface gravities and temperatures detexthioy
independent techniques, i.e., from accurdipparcos parallaxes
and interferometry. We found that while the LTE-Fe surfacavg
ities were systematically too low by0.32 + 0.39 dex, the NLTE-
Opt surface gravities were in agreement with astrometiigegto
0.02+ 0.11 dex. This supports the accuracy of the new method.

e logg (Fig. [, middle panel): surface gravities are usually
under-estimated. The largestexts is seen for warm giantGe; >
4500 K, which are biased by up tcbldex at [FgH] ~ —3 and by 05
dex at [F¢H] ~ —1.5; for metal-poor dwarfs, gravities are under-
estimated by~ 0.4 dex. For stars with [Fel] > -1, the errors are
within 0.2 dex.

FeH (Fig.[d, bottom panel): the error is nearly a linear funetio
of metallicity itself, such that for dwarfs and giants witRe[H]
> —1 the error in [F¢H] is ~ —0.1dex. The error changes sign and
increases ta-0.2 dex at [FgH] ~ —1.5, while at [F¢H] ~ -3 the
LTE metallicity is too low by 06 dex for giants and.@ dex for

The spectroscopic stellar parameters obtained using both dwarfs.

methods described above are compared in[Big. 1. Heredfese t
two sets of stellar parameters are referred t&Pas re (LTE-Fe
method) andPireopt (NLTE-Opt method). The major conclusion
to be drawn from these plots is that the classical method dfTi®
excitation-ionization balance of Fe leads to systematiarstin all
three basic stellar parameters:

o Ter (Fig.[, top panel): the LTE-F& values are too low by

Is it seen that the systematiffects are metallicity- and gravity-
dependent, which is reflected in a notable spread@teopt —
Tirere and loggnire opt — 109 Oire Fe at @ given logy and Teyg.

Fig.[2 compares the location of the stars for the parameter se
Pirere (left panel) andPyireope (right panel) on theTe - logg
plane together with reference stellar evolutionary trazk®puted
using theGARSTEC code (Weiss & Schlalil 2008, see next section
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for a description of the grid of stellar models). Tracks alentical for [Fe/H] < 0.0 and 0.05 dex for [F&H] > 0.0[1. The set of tracks
in the left and right plots. Symbol sizes are proportionglRe/H] on which we base the results presented in the followingsesin-
as indicated in the right figure. Even though the tracks aosveh clude microscopic diusion and a 0.4 dex-element enhancement
only for visual guidance, it is clear that tife\.reop: parameters for [Fe/H] < —0.6. A maximum depletion of metals due to gravi-
trace the morphology of the turmfomuch better. Results for gi-  tational settling of about 0.4 dex is obtained for starsdagpof the
ants are also quite encouraging. For each star With< 5300 K, turn-of in metal poor ([FgH] ~ —2) globular clusters. No addi-
we have searched the entire grid of stellar models the finbése tional extra mixing to those mentioned is included in the gledA
fit to Pirere andPuireopt Parameters as defined by the minimum  detailed discussion on this is of no relevance to this wodabee
x?. Inthe case ofP 1 e parameters, the average minimyfor we are interested in assessing tifieet of input spectroscopic pa-
these stars is 1.9, whereasPi{i e opc parameters are used itis 0.4.  rameters in the determination of stellar properties, amsetre-
Clearly,Pniteopt Parameters lead to an improved overall agreement sults do not depend on the reference stellar tracks usedelslade
with stellar tracks. evolved from pre-main sequence up to the tip of the RGB or the
ager = 30 Gyr, whichever occurs first.

3 EVOLUTIONARY TRACKS

Stellar models have been computed VGARSTEC and detailed in- 4 BAYESIANANALYSIS
formation about numerical aspects of the code and the irpysigs Bayesian inferenceffers a powerful way to characterize a sys-
available can be found in Weiss & Schlattl (2008); here we jus tem by allowing the incorporation of prior knowledge inte thta-
provide a very brief summary of the most relevant input pty/si tistical analysis in an objective way. In the context of ouolp
included in the stellar models. lem, i.e. determination of fundamental stellar parame®agesian
Regarding microphysics, we have used the Fre¢E@fia- methods have been discussed and developed by various suthor
tion of state [(Cassisiet’al. 2003) and th&N(p.y)'°O reac- Of particular pedagogical interest are the article$ by RoByet
tion rate recommended by LUNA (Marta ef . 2008). Convec- (2004) and Jargensen & Lindedrén (2005) and more recentaand s
tion is accounted for by using the standard mixing length the ppisticated analysis with applications to large stellaveys can
ory (Kippenhahn & Weigert 1990) and the mixing length param- pe found in| Burnett & Binneyl (2010}, Burnett ef al. (2011) and
eterawr is taken from the calibration of a solar model (see be- [Casagrande etlal. (2011). Our implementation of Bayesitet-in

low). Convective overshooting is modeled as &udiive process  ence of basic stellar parameters is described in the netiosec
following the formulation byl(Freytag et/al. 1996 and see &g.3

in [Weiss & Schlattl 2008) and the free paramefeis fixed to
0.02. This value represents a moderate amount of oversigooti 41 TheMethod
on the main sequence comparable to the canonical A2How-

ever, overshooting has to be limited in small convectivee§biin In Bayesian analysis, the stellar parameters we want tordete,
GARSTEC this is now achieved by implementing a geometric futo ~ €-9 Mass and age, are random variables for which the prdigabil
where the extension of the overshooting region decreasaraj distribution function (PDF) needs to be found. In particuthe
ically with the ratio between the size of the convective canel posterior PDF, that is the probability of a model being cetrggven
the pressure scale height at its boundary (see Magic/et H. 20 the observed data and the prior knowledge, is expressed as
detats) N PV, 7, [Fe/H] | Terons ) o P(M, 7, [Fe/H]) "

n order to fix the mixing length parameter and the reference X L(Tetobs - | M, 7, [Fe/H])

composition of our models we have calibrated a standard sola
model using the Grevesse & Salival (1998) solar composfiiom, where the functionp(M, 7, [Fe/H]) on the right-hand side rep-
which the present-day surfacg/{), = 0.0229 and logre = 7.50. resents the prior probability of the stellar parameters and
The latter defines [Fé] = 0 in our models. From the calibration ~ L(Tef.obs --- | M, 7, [Fe/H]) the likelihood, i.e. the probability of the
we obtainayt = 1.811 and the initial solar helium abundance observed parameters given a model characterized by a sét of o
Yin = 0.26896 and metallicityZy = 0.01876. Due to theféects servables [(M, 7, Fe/H]). Assuming independence and Gaussian
of microscopic dfusion, the initial solar composition corresponds ~ errors in the observed data, the likelihood is

to [Fe/H] = +0.06.

2
For the present work, we have computed a dense grid of stel- | _ 1—[ 1 exp| - (D9 — DIUM, 7, [Fe/H])) o
lar models in the mass range60< M/M, < 1.4 in steps of i V(2r)o 20-J2
0.01 Mﬂ The initial composition of the models is computed as-
suming a cosmic helium-to-metal enrichmexit/AZ = 1.4 an- In our caseD consists of three parametefi&;, logg, and [FeH].
chored to the initial solar composition. The initial Fe atiance in Other parameters, like photometric information, can belifgam-

the grid spans the ranges.0 < [Fe/H] < +0.5 in steps of 0.1 dex ~ Plemented, but we do not consider them here.

The prior probability density of model parameters can bé-wri

ten as

3 httpy/freeeos.sourceforge.net
4 Hp = P/gp is the pressure scale height, whé&andp are the pressure p(v. M, [Fe/H]) = p(7) x p([Fe/H] | 7) x p(M | [Fe/H]. 7) ®3)
and gas density respectively.
5 For example, a solar model computed with the canonical ahafover-
shooting of 0.2 H still has, at the present solar age, a convective core. This 7 The initial [FgH] in the evolutionary tracks is 0.06 dex higher than
is ruled out from helioseismic results. quoted on the label. We keep this nomenclature in order tocas
6 The stellar evolution models can be provided upon requetiteanain [Fe/H]= 0 evolutionary tracks to those with initial composition afjto
author initial solar composition.



Ages, masses, and distances of cool stars

(0 S e e L e A B S (0 S e e L e B S

F ——— [FelH]=-25 ; F o [Fe/H]=-05 ;

g PR : oo

r — [Fe/H]=-1.5 ] t . [Fe/H]=-2.0 ]

1 o 1 —

g — [Fe/H]=-0.5 E g E

2F 3 2F 3

o f E o f E
o F E o F E
s i 2 ]
3F E 3F E
af 3 af 3
X 1 b ;
5E. I I I I I 3 5E. I I I I I 3

5500 5000 4500 4000

Teff [K]

6500 6000

5500 5000 4500 4000

Teff [K]

6500 6000

Figure 2. The location of the stars for the parameter 95 re (left panel) andPnire opt (right panel) on the HRD. For comparison, the referencdastel
evolutionary tracks of 0.8 and 1 dvand metallicities indicated in the legend are overplott&mbol sizes are proportional to the metallicity of the obed

stars in both panels as indicated in the right plot.

For the prior on mass, we assume a standard Salpeter ingisg m
function (IMF) independent of age and metallicity. For nilétiy
we assume a flat prior, i.e. that at all ages all metallicitiesa
priori equally probable. This simple choice is justified in this kvor
because we are not interested in studying age-metallieiations
for stellar populations and becauséimiently reliable estimates of
metallicity are available. Finally, for the age we also asswa flat
prior, i.e. that star formation rate (SFR) is constant, beiset a cut
attmax = 15 Gyr. Therefore

p(M) ~ m 23, me [0.6,1.4] My,
7 € [0, 15] Gyr.

(4)
P(7) ~ 1/Tmax (%)
More complex priors can be elaborated, but our main goalikece

are biased towards faster evolutionary phases, a bias kaswime
‘terminal-age bias’4).

To illustrate here the importance of using information not
contained in the likelihood, we present a similar example.
Let us assume a star has the following observed parameters:
Ter = 6850+ 50 K and logg = 4.05 + 0.05 dex. For simplicity, we
exclude metallicity in this example by fixing it to [F¢] = —1.0. In
the top panel of Fid.]3 we show three evolutionary tracks ofet®
with different masses overlapping in the range of the observed pa-
rameters. While the 1.1 Mmodel is entering the subgiant branch
(SGB), the 1.2 M is on the main sequence (MS) and the 1.3 M
model is still on the pre-main sequence (PMS).

First, we perform a standard maximum likelihood analysis
(hereafter, ML) to determine the stellar mass and age based o

investigate the dierences in masses, ages, and distances due to thel\/lonte-CarIo sampling. We create synthetic distributioh&e and

input spectroscopic parameters rather than to charaetetédlar
populations.

Finally, the proportionality constant in Eq.[J 1
is the normalization of the posterior PDF such that
[ p(M. 7. [Fe/H] | Tegops...)dMdrd[Fe/H] = 1, and it is
of no relevance for the estimation of parameters and urinées.

The PDF of a stellar parametethat takes the values: along
evolutionary tracks is given by

p(X | Teff,obs» ) = fff6 (X - X(r) (6)
p(M, 7, [Fe/H] | Test obs, ---) dM dr d[Fe/H]

where the integration is over all evolutionary tracks.

4.2 General properties

A key advantage of Bayesian inference is that, as expresfeceh

it allows using prior knowledge about the problem being @bns
ered. Priors are particularly important when a quantitynbérest,
affected by the prior, has noticeable changes within the rafge o
observational uncertainties where the likelihood doesahainge
much. A typical example, originally discussed yer
(2004) and further expanded by Jargensen & Lindedren (2095)
the different evolutionary speed of stellar models that populae th
same region of observed parameters. When this is not a@mbunt
for, as in methods purely based on maximum likelihood, tkelte

logg assuming Gaussian distributions of errors and search éor th
best-fit model in all evolutionary tracks of the assumed ftieits.
The resulting mass and age distributions are shown in thelenid
and bottom panels of Fidll 3, respectively. The mass digtdbu
shows a bimodality with a secondary peak and a tail extentding
wards larger massed$/(> 1.2 M,). The age distribution shows a
dominant peak at very low ages (6 Myrr < 10 Myr) clearly seen
in the inset that zooms in in this age range. There are twa bal
maxima at about 4.3 Gyr and 4.8 Gyr, but with much lower reati
probabilities than the solution at very low age. Thus the M&ults
indicate a strong preference for the PMS solution for theenlesd
parameters.

While it cannot be completely ruled out that the star is on
the PMS, considerations of the shortness of this evolutiophase
render this possibility, a priori, not very likely. A 'bruferce’ way
of taking this into consideration is to directly eliminat®B mod-
els from the analy% We impose this restriction by removing all
stellar models with ages< 20 Myr. In this way, while the best-fit
model is still determined purely from its ML, we are alreadyt u
ing prior information by assuming the chance of observindgvksP

8 This has been done, for example, in asteroseismic stldiest Gh
(2011) because PMS models have global oscillation prasettiat can be
degenerate with those of MS counterparts.
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Figure 3. Top panel: degeneracy of evolutionary tracks onThae— logg
plane at the location of our fiducial star (see text). Midddngl: relative
probability of the mass distribution functions obtainethggpure maximum
likelihood (ML - blue dotted line), maximum likelihood withuppressed
pre-main sequence models (ML no-PMS - red dashed line), ayédtan
analysis (Bayes - black solid line). Bottom panel: same awelbut for
the age distribution functions; the inset shows in detad fhysically-
disfavoured narrow peak corresponding to the pre-mainesezgusolution
(see text for details).

star is negligible (actually null, although this also is song as-
sumption!). Results for this exercise are labelled 'ML nd<$ in
the middle and bottom panels of Fid. 3. In the mass distioti
the tail at high masses vanished since its origin was purety the
PMS models. The same is true for the ages: the unrealisticatje
peak at~ 6 Myr disappeared, and the peaks at 4.3 Gyr and 4.8 Gyr
are now the dominant features, but their relative weightilistse
same as in the pure ML analysis and the older peak, assowiited
stars entering the SGB still dominates.

The results of the Bayesian analysis for our fiducial star are

also shown in Fid.]3 (middle and bottom panels, solid blac&)li
As in the case of the ML case, three peaks are present but tkie ma
mum probability in each of them reflects information not eaméd

in the ML analysis. The PMS solution, although possible,aa/n
strongly disfavoured, whereas the MS solution is now thetmos
likely one and it outweighs the SGB solution. The Bayesiassna
distribution (middle panel) is similar to the ML no-PMS caSe
vanishing contribution of the PMS is now easy to understaochf
the eq[. The probability for a given mass is obtained by inatg
izing the posterior PDF over all possible ages. The stetkoks
with high masses, which contribute in the observational Wwih

the PMS, are strongly disfavoured because of the shortidarat
this phase. However, the PMS solution still has a non-niggig
probability in the age distribution. The widths of the peaéfiect
evolutionary speed in each phase, with PMS evolution bebogita
100 times faster than late MS evolution and early SGB a fewesim
faster than late MS.

There is one important aspect related to the interpetation o
the height of the peaks in the Bayesian age PDF. Strictlykspea
ing, when determining the probability of a given apé) using
Equation[$, there is no information on the speed of stellar ev
lution because we are looking at a time snapshot. As stated by
Uargensen & Lindegreh (2005), the relative heights of trakgén
the age distribution are determined by how closely packeduev
tionary tracks of dferent masses are around the observational error
box (i.e., the region over which likelihood is significantdavaries
little). Where variations in stellar mass introduce smh#mges on
the location of a stellar model (for the same age), the iatedjin
Equation ® will vary slowly when integrating in mass. Thuseg t
interpretation of the height of the peaks as depending op\bki-
tionary speed of stars is not straightforward. It only feltoif slow
evolutionary speeds are associated with regions on thenabse
tional plane where small changes in mass produce small esang
the observational quantities the determine the likelihdxistated
above, the unique direct manifestation of a slowly evolvihgise
in the age PDF is the width of the peaks in the distribution.

4.3 Examples

Fig.[4 shows in black thick lines the PDFs of stellar parame-
ters of two stars from our sample. On the left, J112344.982%0
has [F¢H] = —-0.46 = 0.10, T = 6340+ 70 K, and log =
412 + 0.10, i.e. it is a moderately metal-poor turfi-tar. In
this case, mass, age and absollatemagnitud have PDFs that
lead to well determined central values and uncertaintieowing
Burnett & Binne (2010), we compute stellar parameters e t
uncertainty directly from the flierent moments of the PDFs. In this
case, we obtain = 4.78 + 0.88 Gyr, M= 1.108+ 0.071 M,, and
Mys = 2.371+ 0.279.

As a second case we have selected J115337.3-020036, with
[Fe/H] = —2.03+£0.10, Ter = 5287+ 68 K, and logy = 2.98+0.10,
a star on the lower part of the RGB. As it is well known, evalati
ary tracks of stars with dierent masses and similar metallicity are
almost degenerate along the RGB in Thg — logg plane (Fig[2).
This degeneracy precludes the determination of its massaged
as seen from the PDFs in F[g. 4. The cut in the age distrib@ton
15 Gyr simply reflects our age prior, and this correspondsi¢o t

9 Hereafter, we refer to 2MASK s magnitudes only, because they are used
to determine distances.
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Figure 4. Probability distribution functions (PDFs) for age, massd ab-
solute magnitude in the &band. On the left results are shown for a tufhi-o
star and, on the right for a star on the red giant branch. Ifatter case,
neither mass or age can be determined. The absolute magitudinos-
ity), on the other hand, can be derived precisely in bothsakck solid
lines: Salpeter IMF as a prior in the mass distribution; rashed lines: flat
IFM.

mass cut at 0.75 M,. The shapes of the PDFs are almost com-
pletely determined by the adopted priors, i.e., IMF and S&R|

by the fact that more massive stars evolve faster along thB RG
than lower mass stars. No actual information about the tielas
mass and age can be obtained in this case. In fact, a puri@dikdl
analysis leads to age and mass distributions that are bgdlah

On the other hand, the absolute magnitude of this star Isil-
defined, and in fact yields M = —0.155+0.289, the same precision
as for the turn-f star. This conclusion remains valid for all stars
along the RGB, the absolute magnitude is a well-defined gyant
even if the underlying evolutionary tracks are highly degate,
and we can robustly estimate stellar distances indepegd#rihe
evolutionary stage of the stars.

Finally, we have tested the impact of the IMF prior by consid-
ering also a flat IMF. Results for the two examples just diseds
are shown in Figur€l4 in red dashed line. Clearly, the impéct o
changing the IMF is minimal in those cases where stellarmara
ters are well defined. On the contrary, the large impact afrprin
the age and mass distributions for the giant star are eviddrat
no actual information can be extracted in these cases: ttenar
PDF is largely determined by the priors.

5 RESULTS

Ages, masses, and distances of cool starg
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Figure 5. Comparison of ages determined for the sample of nearbyaftars

Lachaume et &l (1959).
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Figure 6. Comparison of distance determination methods. We show dis-
tances obtained with our Bayesian scheme and those by th&RéNab-
oration IO). Note that, for this test ortlye input stellar
parametersTg, logg, [Fe/H]) are from the RAVE DR3 catalogue for both
distance determinations.

sample. To determine the distances, we used the observe 3MA
Ks magnitudes and the absolutes Khagnitudes obtained from
the Bayesian analysis. The synthetic magnitudes were cauipu
from the MARCS grid of synthetic spectta (Gustafsson 2t@G0&}
assuming plane-parallel radiative transfer for dog> 3 and
spherically-symmetric mode otherwise. The syntheticritagni-
tudes have been computed adopting the absolute calibsadioc
zero-points discussed in_Casagrande et al. (2010). Reuyléoi
each star was computed uslng Schlegel bt al. (1998) mapsvoll
ing the iterative procedure described in Ruchti (EOll

51 Tests

In order to assess the robustness of our Bayesian scheme-we s
lected two sub-samples of stars with basic stellar parasétem

Lachaume et all (1999) and frdm Zwitter ek EOlO). Forftire

Using the procedure described in Sdct] 4.1 and the two sets,mer, we determine ages and compare them with the results from

Pirere and Puireopt Of stellar parameters (Sectigh 2), we com-

puted ages, masses and absolute magnitudes for the stams in o

ILachaume et all (1909). For the latter, we focus on the dis&n

For stellar ages, the comparison only comprises stars for
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which[Lachaume et al. (1999) derived ages from isochroriedttt

in order to avoid biases derived from comparing ages oldairith
methods not based on stellar evolutionary tracks. The veodg
agreement (Fid.]5) implies that when the observational tiaice
ties are small, 1% i and 005 mag inM,, maximum likeli-
hood methods return similar results to the Bayesian arsabsd
age determinations are robust. A similar agreement wagtezpo
by lJgrgensen & Lindegren (2005). The uncertainties in thesag
we derive are generally smaller compared both to Lachaurak et
(1999) and Jergensen & Lindegren (2005).

We have derived stellar distances using the input stellar pa
rameters frolﬁ)for the 58 stars common with
our sample, and show the results in comparison with RAVE dis-
tances 0) in Figl 6. Results are an excedigree-
ment. Therefore, we conclude that, provided the same irtelit s
lar parameters are used, our Bayesian scheme and the isechro
matching method 10) yield very similasults,
with no obvious systematidisets between methods. Thisis in line
with .ml), who also applied a (more sopteséd)
Bayesian analysis to the RAVE stellar sample and found #iat,
though some systematicftérences were found, the overall agree-

ment with Zwitter et al.[(2010) was good.

5.2 Agesand Masses

Having verified the reliability of the Bayesian method, wegeed
with the analysis of our stellar sample. The degeneracyeifast
tracks discussed in Séc. 1.3 limits the ability to derive seasand

ages on the RGB. For this reason, we derived masses and ages fo

stars with logg > 3.6, that is, for 59 stars only.

In Fig.[4 we compare masses and ages derived from the two
setsPire re aNdPnite ope OF iNput stellar parameters. Stellar masses
derived from thePy.re opt Parameters are systematically lower than
those derived fronP g re, by about 005 - 0.1 M,,. The primary
reason for the dierence lies in the larger gravities obtained with
the Pnireopt method. Errors of the masses are comparable in both
cases, and range between 0.03 iy to 0.10 M,. Nevertheless, the
systematic shift to lower masses caused by the use of mouestec
Pniteopt Stellar parameters can not be neglected.

For stellar ages, the behavior is opposite, as expected. The
results based on they.reope Parameters are higher by 10 to 30
percent. However, not in all cases a smaller mass impliesgarla
age. Close inspection of both panels in Hi§. 7 reveals onty tw
stars with largefnire opt Masses, whereas six of them have smaller
ages derived froP.re opt parameters. Typical uncertainties of our
Bayesian ages are of the order of 20% and, except for two cases
range between 10% and 30%. We conclude that the LTE-Fe method
underestimates stellar ages by # Gyr, and the errors are more
pronounced for hotter and more metal-poor stars.

10 |n addition, stars hotter than 7500 K were excluded from the com-
parison because the grid of stellar evolution models is notptete above
those temperatures and because we useMMRES model atmospheres
8), which are availableTgf < 8000 K only.

11 We used the RAVE distances obtained for stars with repediséro
vations and Padova isochrones. This combination shoulddeaeliable
estimations according to the note added in pro e{ﬁb).
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Figure 7. Masses and ages for our sample of stars derived with the NLTE-
Opt and LTE-Fe basic stellar parameters. Only stars witlgloeg3.6 are
included (see text).

5.3 Distances

The main goal of this section is to show the dramatic impaat th
using the physically realist®nire opt Stellar parameters has on the
determination of stellar distances.

As summarized in Sedd] 2, there are larg@adences between
the Pire re @and Puireope Stellar parameters sets. The top panel of
Fig.[d shows the change in the absolute magnituge & a func-
tion of the loggnire opt — 109 Ot Fe differences. The strong linear
correlation simply reflects the fact that changes indaege accom-
panied by a reciprocal change in luminosity due to their rigge
functional dependence on stellar radius. Clearly,fRere opt Stel-
lar parameters indicate that all our stars, with few exossti are
fainter than what would be inferred from using the LTE-Fe param-
eters. Furthermore, if, for the sake of discussion, we rmegie ef-
fect of reddening, then distance scales exactly as the sqoat of
the luminosity of the star. Consequently, distances deffiram the
PL1ere SEt Of parameters are overestimated, as illustrated ifBFig.
(bottom panel) where we show the ratio of distances derigatgu
PL1E Fe ANAPNLTE opt StEllar parameters.

Similar information is provided in Fig.]9 in which the ratio
of distances, corrected for reddening, is plotted as a iomatf
log gire re- This illustrates clearly how systematic errors in dis&nc
determinations impact fierent stellar types. Stellar metallicities
are encoded in the symbol sizes and colours, as indicatbe ied-
end. Distances to metal-rich stars, [He> —1, are, to first order,
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unbiased. On the other hand, for metal-poor (ffe< —1) dwarfs
and sub-giants (log > 3.6), LTE-Fe parameters imply a systematic
distance error of about :040%. The problems are exacerbated at
low metallicity and low gravity. Metal-poor giants er from the
largest fractional distance biases of up to 70%.

Fig.[IQ shows the final distribution of distances determined
using thePnire opt aNdPrre re Stellar parameters for our full sam-
ple. This plot summarizes what has already been discusse@ ab
and allows us to put the results into the more general perspec
tive of large-scale stellar surveys. In a magnitude-lichisairvey,
for example, where more metal-rich unevolved stars doraitte
nearby sample and metal-poor luminous giants are predomhna
observed at large distances, classical full LTE-Fe arﬂ/swll

12 |t is important to remind the reader that LTE-Fe refers todtassical

Ages, masses, and distances of cool star8

systematically overestimate distances, placing stargrpssively
further than they are. This has important consequences$ ¢asgs
when stellar metallicities, positions, and kinematics ased for
studies of Galactic structure and evoluti

\Carollo et al. LZQJIOUNus_Qn_e_LbJL_Zdlh._B_e_nidetLaL_mll)a w

touch upon this in Sedi] 6.

5.4 Comparison with other studies: RAVE stellar parameters

Since our sample of stars was drawn from the internal RAVE cat
alogue, it is very important to investigate how our resules, Teg,
logg, [FeH], and distances, compare with those obtained by the
RAVE collaboration. In what follows, we will compare our dat
with those by Zwitter et al , with which we have 58 stars

in common. We highlight the key methodologicalfdrences be-
low.

e The quality of observations. Our parameters rely on high-
resolution data, R- 30000, with a very broad wavelength cover-
age, 3500- 9500 A the RAVE spectra have R 7500 and cover
only a limited wavelength range between 8410 and 8795 A.

e The physics of stellar atmospheres and radiative trangbelr m
els. In particular, our analysis relies on NLTE radiativansfer,
while the RAVE spectroscopic pipeline operates fully on ITEL
synthetic spectra.

e The diferent approaches to determine masses and ages, and
stellar evolution modelsGARSTEC tracks were used in this work,
whereaI.O) adopted Padova isochroneso, Al
the approach followed in that study is esentially a nearegh
bor technique, however with the importantffdrence that the
isochrones were resampled to a uniform spacing in age taatco
for the variable speed of stellar evolution, and a weighictgese
to include, for example, the impact of the initial mass fimwct In
this respect, their analysis also makes use of priors.

o [zwitter et al. ) neglected reddening in their distadee
terminations. We used the reddening values following Ruettall
); also comparison with the interstellar NaD linesun loigh-
resolution spectra indicates that reddening is not ndwégfor
many stars.

e The uncertainties on our input stellar parameters are ajigic
smaller than those 10). Their values-ar@?2
dex in [F¢H] and logg and range between 100 to 200 K in most
cases foil &, Wwhereas our standard estimates are 500 K in Tg,
and 01 dex in [F¢H] and logg.

The diferences betweeRnre opt Parameters and those from
the RAVE DR3 pipeline are shown in Fig.]11. Size and colour of
the symbols indicate metallicity and gravity (we used RAVRD
values for reference). We also show thé&eliencesPy.re opc and
Pirere for the same stars in grey empty squares. RAVE DR3 pa-
rameters show a very large spread with respegti@e opt. In fact,
the spread is much larger than with respect tofhg: re param-
eters. Clearly it is not possible to single out specific fextwhich

spectroscopic method of LTE excitation-ionization ba&of Fe, which is
very dficient becaus@es, l0gg, and [F¢H] can be all determined simulta-
neously.

13 [Siebert et d1.[(2011) have presented the revised RAVE DR8lip@
HoweverTgs and logg for the 58 stars we use in this comparison are ex-
actly the same as 10); only [Aediffer by about 0.1 to
0.2 dex, and this has a very minor impact on the determinatialistances.
We thus prefer to use all data frdm_Zwitter et @010), \Whias been
used by RAVE to obtain distances.
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andPnre,opt distances (Fid10).

cause the spread; however, some conclusions can be dramnpstn
cases, the RAVE DR3 logvalues are clearly underestimated for
giants with A log gnire.opt-rave brR3) UP t0 ~ 1 dex and one case
as large as 1.3 dex. Thigfect is more pronounced for the metal-
poor stars, in qualitative agreement with théeliences between
thePnire opr-PLre Fe Parameters for the same stars. The same is true
for subgiants; in most cases the DR3 gravities are underattd.

For dwarfs, on the other hand, we find DR3 gravities are overes
timated by as much as 0.5 dtOll) arriveat t
same conclusion comparing DR3 gravities with stellar madel

As a consequence of thefidirences in stellar parameters, par-
ticularly changes in log, the distances we obtain from t#&re opt
parameters are systematicaffynaller than the RAVE DR3 data

[ 2010; Siebert et al. 2011). For the most distaetal-
poor giants, theffiset is of the order 50 percent. This is illustrated in
Figure[12, which shows that beyond 1.5 kpcflire op: distances
but one are smaller than those derive 2080r
a few dwarfs in the immediate solar neighborhood, the resuk
opposite, as expected from the sign of the dogprrections. The
overall trend is very clear and the qualitative similaritjtwthe
difference betweeRnire opt aNdPie re distances (Fig.10) is strik-
ing.

These results provide alarming evidence that the RAVE DR3
stellar parameters ardfacted by the systematic error caused by
the 1D LTE assumption in spectroscopic parameter determina
tions. Test calculations for the Call near-IR triplet usthg mean
3D model atmospheres fram Bergemann ét al. (2012) indibaite t
these spectral lines are stronglffexted by the 1B- (3D) differ-
ences, while the near-IR Fe | lines are mostffeeted by NLTE.
Fig.[13 illustrates thesefects for the two well-studied metal-poor
stars, a subgiant HD 140283 (top plot) and a warm tufrstar HD
84937 (bottom plot) with [F#] = —2.4 and-2 dex, respectively.
The spectra are fro ren (2008) and shown in
the top panels in their original resolutioR,~ 40 000. In the bot-
tom panels the spectra have been degraded to the qualityeof th
RAVE spectra, i.eR ~ 7500 and a typical 8l ~ 50 .
2008, Fig. 8). Th&3D) NLTE synthetic spectra were computed as
in|Bergemann et all (2012), but applying LTE radiative tfango
calfd. The 1D LTE radiative transfer models under-estimate the
strength of the Call lines (theffect of (3D) structure) and over-
estimate that of the Fe | lines (th&ect of NLTE). Also, the near-

IR lines of a-elements (Si I, Mg |, and Ti I), which along with Fe

| lines dominate the RAVE spectr @008) alinfio

in NLTE (Zhao & Gehren 2000; Shi etlal. 2011; Bergemann et al.
@) and itis unlikely that the NLTEfkects cancel out to produce
a spectrum close to LTE. Thefects are clearly present irrespec-
tively of the spectral resolution.

We close this section with a few comments related to the two
different validations that Zwitter etldl. (2010) presented fstehce
determination from RAVE data. The first one is a comparisath wi
Hipparcos stars present in their catalogue with trigonometrors
smaller than 20% and spectroscopic distance errors snibler
32%. These results are shown in Figure 201
and a large spread is present in the comparison. Even if iersys
atic difference was found, as noted by the authors, almost all these
stars dwarfs with a solar-like metallicity ([MM]=-0.12 + 0.25),
exactly the case where we do not expect large NLTfEots. The

14 [Mashonkina et al[ (2007) found that NLTEects in the near-IR Ca lines
(3d-3p multiplet) are also important, and they may furthteerggthen the
lines at low metallicity.
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second test consisted in comparing about 14 stars in 7 open cl
ters with known distances. Again, all these clusters halar-$ite
metallicity (Dias et al. 2002) and we do not expect NLTiEeets to
play a central role. In any case, we note that distancesetbhly
@b, see their Table 2) for the cluster stigate
from the cluster distances by anything between -2840%. These
stars were reanalyzed t MOH, see theireTapl
and results show a similar spread, although in a few casendes
determinations are also quiteffdirent from those ih_ Zwitter et Al.
). It is simply not possible to try to establish conficern
spectroscopically derived parameters, particularlyatrietallici-
ties and gravities, by extrapolating confidence gained bymaef
tests performed in very fierent regimes, e.g. at solar metallicity.

NILLEr et al.

6 SUMMARY AND CONCLUSIONS

This paper is the second in the series where we explore the infl
ence of diferent methods on the determination of basic and fun-
damental stellar parameters for FGKM stars. The main gow is
understand to what extent our knowledge about stars, thdace
and interior structure, is biased by inferences derivethfotassi-

cal model atmospheres with their simplifying assumptidr3 y-
drostatic and local thermodynamic equilibrium, LTE), whitave
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Figure 14. Heliocentric spatial distribution of stars in our samplep®nd
bottom panels respectively show results obtained base# ¢ar. and
PNLTE opt Parameters. Colours depict the stellar surface gravitpdisated
in the plots.

been used as a basis for spectroscopic characterizatitarsoser
the past 70 years.

In Paper 1, we developed a novel NLTE-Opt technique to de-
termine accuratefective temperature, surface gravity, and metal-
licity from a stellar spectrum and then applied the method to
large sample of stars selected from the RAVE survey. The prin
cipal components of the method are (i) the use of a rokftsttve
temperature scale from the analysis of Balmer line wings énd
the determination of surface gravities and metallicitigsblving
physically-realistic NLTE radiative transfer in Fe lind%is avoids
substantial systematic uncertainties in parametersdated by the
commonly-used approximation of LTE. A comparison of the new
NLTE-Opt stellar parameters to that obtained from the sieshd
method of 1D LTE excitation-ionization balance of Fe, LTE:F
revealed important dierences ranging from100 K to+400 (sub-
giants, RGB) inTe, 0.1 to 15 dex in logg, and 005 to Q5 dex in
[Fe/H].

In this paper, we focus on the determination of evolution-
ary parameters of stars, masses and ages, and their dist&éee
develop a robust Bayesian technique using state-of-thevatu-
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tionary tracks computed with tH®ARSTEC code tI
M) The importance of the Bayesian scheme in this context
has been raised in several earlier stud - 2004;
Ugrgensen & Lindegrén 2005). This method has a principaradv
tage over standard maximum likelihood (or minimw# meth-

ods in that it allows a simple way of introducing additiongatiér)
knowledge in the statistical analysis. Test comparisonsesflts
obtained with our Bayesian scheme with other similar sgid@-

firm its reliability and accuracy.

We then apply the Bayesian method to both sets of stellar pa-
rameters, LTE-Fe and NLTE-Opt, for the sample of stars fram o
Paper 1. The stars were selected from the RAVE catalogug. The
cover the full parameter spaceTg; (3500 to 6500 K), logy (3500
to 6500), and [F&] (-3.0 to —0.5) and sample the local volume
within ~ 10 kpc. Spectroscopic distances were computed for all

120 NLTE-Opt

LTE-Fe

100

80

60

40

20

0 10 12

6
Dlkpc]

these stars using the 2MASS photometry. Masses and ages were

determined for the 59 dwarf and subgiant stars ¢og 3.6) only,
the limit set by the degeneracy of stellar tracks dfedtent mass
along the RGB in th@ ¢ — logg plane.

From these calculations, the following conclusions can be
drawn.

e Theclassical methoaf LTE excitation-ionization balance of

Fe, as a rule, underestimatestT®gg, and [F¢H] of FGKM stars.
As demonstrated in Paper 1, for the most metal-poor giaRedl]
~ =3, the errors are of the orde0.5 dex in metallicity. This has
implications for theametallicity distribution functiorof stars in dif-
ferent Galactic components. For our stellar sample, whickpre-
sentative of the thick-disk, the metal-poor end of the MD&ept
ens and is skewed towards the more metal-rich domain [Bg/H]

~ +0.3 dex; Bergemann et al. 2013).

e LTE-Fe stellar parameters result in overestimated dis®nc
compared to the NLTE-Opt results, and the bias depends on the
metallicity and evolutionary stage of a star. The changesiiface
gravity are most critical for metal-poor RGB stars, for white
NLTE-Opt distances are smaller by up to 70%. The distances to
metal-poor subgiant and turficstars are in error by a factor of 2.
Only more metal-rich turn{d stars are barelyfiected by this bias.
Fig.[14 shows the spatial heliocentric distribution of ttesin our
sample determined witf? 1 re (top panel) andPnire ope (DOttom
panel) parameters and makes evident the large impact af insio-
curate stellar parameters for deriving spectrophotomdistances,
in particular for giants with log < 2.0. The overall distribution
of distances in our sample steepens towards smaller déesteas
shown in Fig[Ib. As a consequence, significant errors magr ent
the determination of space velocities and orbital ecceitigs, and
differences in the population membership of stars (i.e. thisk oii
halo) are expected.

e Comparing our NLTE-Opt results with the RAVE DR3 dis-
tances 0) for the stars common in both $esnp
we find a pattern similar to the comparison between NLTE-@gt a
LTE-Fe results. This is not surprising: metal lines that dwte the
near-IR RAVE spectra are known to be strongffeated by NLTE
effects (Sec{_5]4) and our test calculations with mean 3D rsodel
also show that the lines are sensitive to the-13D) atmospheric
structure diferences. As a result, more distant stars (predominantly
metal-poor giants) have larger DR3 distances comparedrteabu
ues (Fig[IR), by 16- 50%.

In this respect, it is very interesting to interpret our tesin
the light of the findings by Schénrich et al. (2011) where e
thors concluded, based on simple analytical considerstluat dis-
tances for SDSSEGUE metal-poor stars are systematically over-

Figure 15. Distribution of distances for our full sample showing thelzgl
impact of using the physically realistiénite,opt Stellar parameters to esti-
mate distances.

estimated. Consistent with the arguments presented irsthely,
our calculations predict that the systematic error ind@agnd, thus,
distance increases with decreasing metallicityylffes affected
too, although at a lesser degree. Thus, there will be tfects.
First, more metal-poor stars will appear more luminous dm t
more distant, which may be mis-interpreted for a very mptadr
outer stellar population. This goes in the direction of eighg
why this component would appear to be more metal poor than
the inner halo component. Second, the systematic errostartie
may propagate into the error in transverse velocity, cautia ef-
fect of a star on a retrograde orbit. This strengthens thendgy
Schonrich et all (2011) that the available observatiovidiesce for
a counter-rotating Galactic halo componm) is
weak.

e Masses and ages are likewidgeated in a systematic way by
the diferences between NLTE-Opt and LTE-Fe, although there is
not a one-to-one mapping of the change in mass to the change in
age. In the LTE-Fe method, the majority of stars appear yeung
and slightly more massive. Thefliirence with NLTE-Opt is of
the order 5 — 0.1 Mg The ages are inaccurate by anything
between 10 and 30 percent. In this respect, it will be intargs
to re-investigate thage-metallicityrelation in the solar neighbor-
hood, which is usually drawn from stellar samples with smect
scopic metallicities and ages obtained by simple isochfittirey.

We emphasize that, contrary to a wide-spread impressien, de
partures from LTE and 1D hydrostatic equilibrium wilfect low-
and high-resolution spectra. The reason is that thfsete change
equivalent widths (or, equivalently, line indices), anshsequently
abundances inferred from a diagnostic feature. This canbrot
compensated by decreasing resolution of a spectrum, whécalyn
alters the line profile shape withouffecting the total energy ab-
sorbed in a line.

In summary, we have shown that the accuracy of the stellar pa-
rametersTes, l0gg and [F¢H]) is crucial to obtain reliable masses,
ages, and spectroscopic distances for late-type starsfir@limgs
lead to the inevitable conclusion that using the adequiatescale
and accounting for the deviations from LTE and 1D hydrostati
equilibrium in stellar atmospheres is of fundamental intpace if
we want to achieve an accurate characterization of steflpulp-
tions. Until now, most of the work in the community has goniin
developing sophisticated statistical methods to extiaetlargest



possible amount of information from large-scale stellaveys.
Although these #orts are undoubtedly valuable, they will not cure
the major problem féecting the final distributions of masses, ages,
metallicities, distances, which arises because systereairs in
basic stellar parameters dominate. We thus advise paaticalu-
tion when applying stellar parameters obtained from 1D LTdglm
els in studies of stellar populations.
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