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Abstract.

Context. The fraction of binary stars is an important ingredient teiipret globular cluster dynamical evolution and theiliate
population.

Aims. We investigate the properties of main-sequence binariesuoned in a uniform photometric sample of 59 Galactic glob-
ular clusters that were observed H$T WFC/ACS as a part of the Globular Cluster Treasury project.

Methods. We measured the fraction of binaries and the distributiomags-ratio as a function of radial location within the clus-
ter, from the central core to beyond the half-mass radiussttied the radial distribution of binary stars, and thérittistion

of stellar mass ratios. We investigated monovariate miatbetween the fraction of binaries and the main parametéheir
host clusters.

Results. We found that in nearly all the clusters, the total fractibbioaries is significantly smaller than the fraction of hiesa

in the field, with a few exceptions only. Binary stars are gigantly more centrally concentrated than single MS staraost of
the clusters studied in this paper. The distribution of thessratio is generally flat (for mass-ratio parameted.5). We found

a significant anti-correlation between the binary fracfioa cluster and its absolute luminosity (mass). Some, lgssfisant
correlation with the collisional parameter, the centrallat density, and the central velocity dispersion aregmesThere is no
statistically significant relation between the binary fraic and other cluster parameters. We confirm the correldigiween
the binary fraction and the fraction of blue stragglers i ¢tuster.

1. Introduction fraction of binaries. Stellar evolution in a binary systeam de

) ) different from isolated stars in the field. Exotic stellar olgect
The knowledge of the binary frequency in Globular Clustejge giye Stragglers (BSSs), cataclysmic variables, seiond
(GCs) is of fundamental importance in many astrophysicg,isars and low mass X-ray binaries represent late evolaijo
studies. Binaries play an important role in the cluster @yRa gi5qes of close binary systems. The determination of thee fra
cal evolution, as they represent an important source offfat io of pinaries plays a fundamental role towards the under-

They are also important for the interpretation of the st@i#p-  g¢anding of the origin and evolution of these peculiar dlsiec
ulations in GCs. A correct determination of the stellar meass

luminosity functions in GCs requires accurate measure®f th There are three main techniques used in literature to mea-
sure the fraction of binaries in GCs (Hut et al. 1992). The firs
Send offprint requests to: A. P. Milone one identifies binaries by measuring their radial velocdyi-v
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ability (e. g. Latham 1996). This method relies on the déect the high fraction of binaries in field sdB stars (Masted et al.
of each individual binary system but, due to actual limits iB001, Napiwotzki et al. 2004), a lack of close binaries among
sensitivity of spectroscopy, these studies are possidiefon GC hot horizontal branch stars (the cluster counterparet fi
the brightest GC stars. Moreover, this technique is serditi sdBs) has been confirmed by Moni Bidin et al. (2006, 2009).
binaries with short orbital periods, and the estimatedtioac Sollima et al. (2010) extended the study of binaries to five
of binaries depends on the eccentricity distribution. Tee-s high-latitude open clusters with ages betweéri3-4.3 Gyr and
ond approach is based on the search for photometric vasiafteund that the fraction of binaries are generally largentha
(e. g. Mateo 1996). As in the previous case, it is possiblato iGCs and range betweer0.3 and 0.7 in the core. Very high
fer specific properties of each binary system (like the mesasbinary fractions have been observed also in some young star
of orbital period, mass ratio, orbital inclination). Unfonately, clusters and for pre-main sequence T-Tauri stars, wher@the
this method is biased towards binaries with short periods atal binary fraction might be as high as 0.9 (e. g. Prosser.et al
large orbital inclination. The estimated fraction of biearde- 1994, Petr et al. 1998, McCaughrean 2001, Duchéne 1999).
pends on the assumed distribution of orbital periods, ddcen These findings suggest that the star formation condition,
ity and mass ratio. Both of these techniques have a low discas well as the environment, could play a fundamental role on
ery dficiency and are very expensive in terms of telescope tirttee evolution of binary systems. The binary populationdén s
because of the necessity to repeat measures$ferelnt epochs. clusters has been investigated in detail, mainly throughteto
A third method, based on the analysis of the number of std®arlo and Fokker-Plank simulations (e. g. Giersz & Spurzem
located on the red side of the MS fiducial line, may represenf@00, Fregeau et al. 2003, Ivanova et al. 2005), N-body (e.
more dlicient approach to measure the fraction of binaries inga Shara & Hurley 2002, Trenti, Heggie, & Hut 2007, Hurley,
cluster for several reasons: Aarseth, & Shara (2007), Fregeau et al. 2009, Marks, Kroupa,
& Oh 2011) and fully analytical computations (Sollima 2008)
— The availability of a large number (thousands) of stars \wyhile the evolution of binaries stimulated by interactions
makes it a statistically robust method; with cluster stars could play the major role, there are many
— Itis efficient in terms of observational time: two filters argyrocesses that also influence the binary population inastell
enough for detecting binaries, and repeated measuremelttems. For instance binary systems can form by tidakcapt

are notneeded. . . . ~ (e.g. Hutetal 1992, Kroupa 1995a). Destruction of birsrie
— Itis sensitive to binaries with any orbital period and inclimay occur via coalescence of components through encoun-
nation. ters or tidal dissipation between the components (Hills4198

This latter approach has been used by many authors (e_quupa 1995b, I_-|ur_|<_ay & Shara 2003). Stellar _evo_lutlonary
cesses can significantlyfect the property of binaries and

Aparicio et al, 1.990’ 199.1’ Romani & V\{e|_r1berg 1991, BOItEinary-binary interaction can led to collisions and mesger.
1992, Rubenstein & Baylin 1997, Bellazzini et al. 2002, @Jarﬁ. Fregeau et al. 2004). The comparison of simulation result

Sandqwst_& Bolte 2004, Richer et a_I. 2004, Zhao &.Bay“with observed binary fraction is hence a powerful tool tocshe
2005, Sollima et al. 2007, 2009, Bedin et al. 2008, Milone ﬁéht on both the cluster and the binaries evolution

al. 2009, 2010, 2011) to study the populations of binaries i In this paper, we report the observational results of our

individual stellar clusters. The relatively small numbéclos- L .

. . .search for photometric binaries among GCs present in the
ters that have been analyzed is a consequence of the |ntr|r|1_%|_ lobul | | odini |
difficulties of the method: Globular Cluster Trea_sury catalog (Sarajedini et al. 2007,

’ Anderson et al. 2008), which is basedld8T ACS/WFC data

— High photometric quality is required and high resolution i¥/€ xploited both the homogeneity of this dataset, and gie hi
necessary to minimize the fraction of blends in the centddfotometric accuracy of the measures to derive the fraction
regions of GCs; binaries in the densest regions of 59 GCs. We deserve teefutur

— Differential reddening (often present) spreads the MS afy@rks any attempt to interpret the empirical findings présen
makes it more diicult to distinguish the binary sequencdn this paper.
from the single-star MS population;

— An accurate analysis of photometric errors as well as a cor-opservations and data reduction
rect estimate of field contamination are necessary to dis-

tinguish real binaries from bad photometry stars and fiedost of the data used in this paper come from HET
objects. ACSWFC images taken for GO 10775 (Pl Sarajedini), an

HST Treasury project, where a total of 66 GCs were observed

The first study of binaries in a large sample of GCs com#éwough the F606W and F814W filters. For 65 of them, the
from Sollima et al. (2007), who investigated the global proglatabase consists in four or five F606W and F814W deep ex-
erties of binaries in 13 low-density GCs. These authorsdouposures plus a short exposure in each band. The pipeline used
that the total fraction of binaries ranges from 0.1 to 0.5hia t for the data reduction allowed us to obtain precise photomet
core depending on the cluster, thus confirming the deficienftgm nearly the tip of the red giant branch (RGB) to several
of binaries in GCs compared to the field where more than haffagnitudes below the main sequence tufin(®STO), typi-
of stars are in binary systems (Mayor et al. 1992, Dunquenncally reaching~0.2m,.
& Mayor 1991, Fischer & Marcy 1992, Halbwachs et al. 2003, The GO 10775 data set as well as the methods used for
Rastegaev et al. 2010, Raghavan et al. 2010). At variante wis photometric reduction have been presented and dedcribe
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in papers Il and IV of this series (Sarajedini et al. 2007 and.75 magnitudes brighter. When the masses of the two com-
Anderson et al. 2008 ponents are dierent, the binary will appear redder and brighter

The uniform and deep photometrffers a database withthan the primary and populate a CMD region on the red side of
unprecedented quality that made possible a large numbettted MS ridge line (MSRL) but below the equal-mass binary
studies (see e. g. Sarajedini et al. 2010 and referencestrther line.

In this paper we study the main sequence binary popula-
tion in a subset of 59 GCs. We excluded three clusters (Lynga
7, NGC 6304, and NGC 6717) that are strongly contaminated
by field stars and for which there exist no archW&8T data
which could allow us to obtain reliable proper motions arngtse
arate them from cluster members. We also excluded Palomar
2 because of its high fferential reddening, and NGC 5139 L
(w Centauri), and NGC 6715 because of the multiple main 20 -
sequences (Siegel et al. 2007, Bellini et al. 2010 and refer; I
ences therein). The triple MS of NGC 2808 made the binary=
population extremely complicated and we presented it irpa seE“‘
arate paper (Milone et al. 2011a).

In addition, we also used archi#ST WFPC2, WFC3 and
ACS/WFC images from other programs to obtain proper mo- L
tions, when images overlapping the GO10775 images were =22 |
available. Table 1 summarizes the archive data used in the I
present paper.

The recipes of Anderson et al. (2008) have been used to

19 _\"3 \

NGCR298 s .
reduce the archive AQ®/FC data. The WFPC2 data are an- L ! I e

23 -

alyzed by using the programs and the techniques described in 08 ! 12
Anderson & King (1999, 2000, 2003). We measured star posi-

tions and fluxes on the WFC3 images with a software moss'gj_y ] o
based on img2xyoWFI (Anderson et al. 2006). Details on this™'9- 1.Model MS-MS binary sequences withiéirent mass ra-

program will be given in a stand-alone paper. Star positioms tios for NGC 2298. The dashed-dotted line is the MSRL while,

fluxes have been corrected for geometric distortion and-pix€ontinuous black lines indicate the sequences of constamtiq
area using the solutions provided by Bellini & Bedin (2009). Plué lines mark sequences of constati.

I pgoew 1 pg 14w

2.1. Selection of the star sample In Fig. [ we used our empirical MSRL and the mass-
o o ) luminosity relations of Dotter et al. (2007) to generate se-

Binaries that are able to survive in the dense environmeat Oauences of MS-MS binary systems withfférent mass ratios.

GC are so close that even the Hubble Space Telesdpes An obvious consequence of this analysis is that our capa-

not able to resolve the single components. For this reagim, | ity in detecting binaries mainly depends on the photomet
coming from eacr_l star W_|II c_omblne, and thg binary syste_m: quality of the data. Distinguishing the binary popuba
will appear as a single point-like source. In this paper W Wi, ¢|ysters requires high-resolution images and highipiet
take advantage from this fact to search for binaries by oéyef 1 tometry. Not all stars in clusters can be measured aquall
studying the region in the CMD where their combined ligRfe|i. crowding, saturation, and image artifacts such &sati-
puts them. _ tion spikes, bleeding columns, hot pixels, and cosmic rays c

_ Ifwe consider the two components of a binary system apdeyent certain stars from being measured well. The first cha
indicate withmy, mp, F1, andF; their magnitudes and fluxes,jgnge 1o this project will be to identify which stars can beame
the binary will appear as a single object with a magnitude: ¢ rad well and which are hopeless.

Myin = My — 2.5log(1 + %)_ In addition to the basic stellar positions and photometiey, t
software described in Anderson et al. (2008) calculatesragv
liseful parameters that will help us reach this goal. Thefol|
ing parameters are provided for every star:

In the case of a binary formed by two MS stars (MS-MS b
nary) the fluxes are related to the two stellar masads (M y),
and its luminosity depends on the mass ratio Mz/ M (in

the following we will assumeM, < My, q < 1). The equal- — The rms of the positions measured irffdient exposures
mass binaries form a sequence that is almost parallel to ie M and transformed into a common reference frammasy and
rmsy)

1 Due to a partial guiding failure, we only obtained part of M@C . .
5987 data. In this case the dataset consists in three lorasesgs in ~ — | "€ average residuals of the PSF fit for each sfadobw
F814W and five in FE06W, while only the F606W short exposure wa  8Nddrs1aw)
successfully obtained. For this cluster we obtained usefignitudes — The total amount of flux in the 0.5 arcsec aperture from
and colors for stars fainter than the sub giant branch arfd witsses neighboring stars relative to the star's own flaxgosw and
larger then~0.2m,. OFg14W)-
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ID DATE NXEXPTIME FILT INSTRUMENT PROGRAM Pl
ARP 2 May 11 1997 %260s+5x300s F814W WFPC2 6701 Ibata, R.
May 11 1997 5300st+1x350s F606W WFPC2 6701 Ibata, R.
NGC 104 Sep 30 2002 - Oct 11 2002 x1O0s+6x100s+3x115s  F435W ACBVFC 9281 Grindlay, G.
Jul 07 2002 &60s+1x150s F475W ACBVFC 9443 King, I. R.
Jul 07 2002 2860s FA75W ACBNFC 9028 Meurer, J.
NGC 362 Dec 04 2003 340s F435W ACBVFC 10005 Lewin, W.
Dec 04 2003 2110s+2x120s F625W ACBNVFC 10005 Lewin, W.
Sep 30 2005 870s+20x340s FA35W ACBNVFC 10615 Anderson, S.
NGC 5286 Jul 07 1997 »3140s+1x100s F555W WFPC2 6779 Gebhardt, K.
Jul 07 1997 %140s+1 F814W WFPC2 6779 Gebhardt, K.
NGC 5927 May 08 1994 %50s+8x600s F555W WFPC2 5366 Zinn, R.
May 08 1994 670s+8%x800s F814W WFPC2 5366 Zinn, R.
Aug 06 2002 308500s F606W ACBNVFC 9453 Brown, T.
Aug 06 2002 158340s F814W ACBVFC 9453 Brown, T.
Aug 28 2010 5082x455s F814W UVIBNFC3 11664 Brown, T.
Aug 28 2010 5062x665s F555W UVIBNFC3 11664 Brown, T.
NGC 6121 Jun 19 2003 ¥360s F775W ACBNVFC 9578 Rhodes, J.
NGC 6218 Jun 14 2004 xB40s F435W ACBNFC 10005 Lewin, W.
Jun 14 2004 R40s+2x60s F625W ACBNFC 10005 Lewin, W.
NGC 6352 Mar 29 1995 X160s F555W WFPC2 5366 Zinn, R.
Mar 29 1995 &260s F814W WFPC2 5366 Zinn, R.
NGC 6388 Jun 30 - Jul 03 2010 %xB880s F390W UVIBNFC3 11739 Piotto, G.
NGC 6397 Aug 01 2004 - Jun 28 2005 xB3s+5x340s FA35W ACBNVFC 10257 Anderson, J.
NGC 6441 Aug 04-08 2010 >8B80s F390W UVIBNFC3 11739 Piotto, G.
NGC 6496 Apr 01 1999 21100s-4x1300s F606W WFPC2 6572 Paresce, F.
Apr 01 1999 %1100s-4x1300s F814W WFPC2 6572 Paresce, F.
NGC 6535 Aug 04 1997 8140s F555W WFPC2 6625 Buonanno, R.
Aug 04 1997 %160s F814W WFPC2 6625 Buonanno, R.
NGC 6624 Oct 15 1994 »860s+8x600s F814W WFPC2 5366 Zinn, R.
NGC 6637 Mar 31 1995 %660s+8x700s F814W WFPC2 5366 Zinn, R.
NGC 6652 Set 05 1997 ¥460s F814W WFPC2 6517 Chaboyer, B.
NGC 6656 Feb 22 1999 - Jun 15 1999 £2B0s F814W WFPC2 7615 Sahu, K.
Feb 22 1999 - Jun 15 1999 %260s F606W WFPC2 7615 Sahu, K.
NGC 6681 May 09 2009 32300s FA50W WFPC2 11988 Chaboyer, B
NGC 6838 May 21 2000 2100s F439W WFPC2 8118 Piotto, G.
May 21 2000 %30s F555W WFPC2 8118 Piotto, G.
TERZAN7  Mar 18 1997 %260s+5x300s F814W WFPC2 6701 Ibata, R.
Mar 18 1997 5300st+1x350s F606W WFPC2 6701 Ibata, R.

Table 1. Description of theHST additional archive data sets used in this paper, other ti@setfrom GO-10775.

True binary stars will be so close to each other as to be stars below the red line have been flagged as ‘well-measured’
distinguishable from single stars in our images, so therliina according to that diagnostic.

has no impact on the above diagnosﬂﬁ:ﬂ;’herefore, it is safe

The parameters:goew andorgiaw do not show a clear trend

to use the above diagnostics to indicate which stars arly likgvith magnitude. We flagged as ‘well-measured’ all the stars
measured well and which ones are likely contaminated. As @ith opgoew < 1 andoggiaw < 1.

example, in the six panels of Fiy.2, we show these parametersin Fig.[3 we compare the color-magnitude diagram (CMD)
as a function of the instrumenthimegosw and Megraw magni-  of all the measured stars of NGC 2298f(), the CMD of stars
tudes, and illustrate the criteria that we have used to stlec that pass all the selection criterimifldle), and the CMD of re-

sample of stars with the best photometry for NGC 2298.

stars.

to ~0.5 mas i. e~0.01 ACSWFC pixel.

% The instrumental magnitude is calculated-@s5 log(DN), where
DN is the total number of digital counts above the local skytfe

considered stars

jected starsrfght). The sample of stars that have been used
We note a clear trend in the quality fit and thes param- in the analysis that follows includes stars flagged as ‘well-
eters as a function of the magnitude. At all magnitudesgtheneasured’ with respect to all the parameters we used as di-
are outliers that are likely sources with poorer photomatg agnostics of the photometric quality.
that need to be removed before any analysis. Because of this, The photometric catalog by Anderson et al. (2008) also pro-
we adopted the following procedure to select the best medswides the rms of thénegoew and megi4w Magnitude measures
made in diferent exposures. However, a star can have a large
We began by dividing all the stars of each cluster into birBagnitude rms either because of poor photometry or bectuse |
of 0.4 magnitude; for each of them, we computed the mediin@ binary system with short period photometric variayili
values of the parametemsisy y andgrsoswrs1awdefined above order to avoid the exclusion of this class of binaries, weehav
and the 687" element of the percentile distribution (hereaftefot used the rms of magnitude measures as diagnostics of the
o). We added to the median of each bin four timesind fitted Photometric quality in the selection of our stellar sample.
these points with a spline to obtain the red lines of Eig. 2. Al

2.2. Artificial-star tests

2 As an example, in the closest GC, NGC 6121, 1 AU corresponds . .
Artificial-star (AS) tests played a fundamental role in thil-

ysis; they allowed us to determine the completeness lexaliof

sample, and to measure the fraction of chance-superpositio
"binaries”. The GC Treasury reduction products (see Aralers
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-1 sures the images with the same procedure used for real sthrs a
produces the same output parameters as in Sect. 2. We consid-
4 ered an artificial star as recovered when the input and thmubut
fluxes difer by less than 0.75 magnitudes and the positions by
less than 0.5 pixel. We applied to the recovered ASs the same
criteria of selection described in Sddt. 2 for real starstzambd
¢ on the rms in position and on tlesoswrs1aw @NAOrsoewWFs1aW
parameters. In what follows, including the completenesa-me
sure, we used only the sample of ASs that passed all theiariter
of selection.
Since completeness depends on crowding as well as on stel-
1 lar luminosity, we measured it applying a procedure that ac-
.Jd counts for both the stellar magnitude and the distance fham t
1 cluster center. We divided the ACS field into 5 concentric an-
7 nuli and, within each of them, we examined AS results in 9
1 magnitude bins, in the intervall4 < meg14w < —5. For each
1 of these 9 5 grid points we calculated the completeness as the
1 ratio of recovered to added stars within that range of raaliaks
magnitude. Finally, we interpolated the grid points andwel
m s e the completeness value associated with each star. Thislgrid
Fe0ew Falew lowed us to estimate the completeness associated to arst star
Fig.2. Diagnostic parameters that we have used to sel@gty position within the cluster. Results are shown in Eigod f
the sample of NGC 2298 stars with high-quality photometrfdGC 2298. The stars used to measure the binary fraction have
The parameters are plotted as a function of the instrumer@icompleteness larger than 0.50.
Mesosw and Meg14w Magnitudes. Red circles indicate the me-
dianrmsx y, andQrsoswrsi4aw per intervals of 0.4 magnitude.
Red lines separate the well measured stars (thin points) fr
those that are more likely to have poorer photometry (thigk some clusters, the distribution of foreground dust can be
points). See text for details. patchy, which causes a variation of the reddening with jasit
in the field, resulting in a non-intrinsic broadening of thel-s
T TTTTITAT C  TITTETTETT T  TTET Jar sequences on the CMDs. In addition to these spreads, small
ALL STARS ;4§ WELL REJECTED A .
: % upasured |- | unmodelable PSF variations, mainly due to focus changes, ca
{ introduce slight shifts in the photometric zero point as racfu
tion of the star location in the chip (see Anderson et al. 2008
1 for details). The color variation due to inaccuracies in 8+
| modelis usually-0.005 (Anderson et al. 2008, 2009, Milone et
al. 2010). In some clusters,ftirential reddeningféects may
{1 be much larger. An appropriate correction for theffeas is
1 a fundamental step, as it can greatly sharpen the MS, with a
1 consequentimproved analysis of the MS binary fraction.

rimsy

8- Photometric zero point variations

-14

-12

PRI T

PR — 0o 05 0 o5 3.1 Differential reddening
M pgogw —M pgyaw

In order to correct for dferential reddening, we started by
Fig. 3.CMD of all the measured starteft), of stars that passeddefining a photometric reference frame where the abscissa is
our criteria of selectionr(iddle), and CMD of rejected stars parallel to the reddening line, as shown in [Fig. 5 for NGC 2298
(right) To do this, we have first arbitrarily defined a point (O), nér t
MSTO in the CMD ofPanel a. Then we have translated the
CMD such that the origin of the new reference frame corre-
ponds to O. Finally, we have rotated the CMD counterclock-
ise by an angle:

et al. 2008) also contain a set of AS tests. The artificialsst

were inserted with a flat luminosity function in F606W an

with colors that lie along the MSRL for each cluster. Typigal

10° stars were added for each cluster, with a spatial density tha 9= arctanAAM

was flat within the core, and declinedras outside of the core. Fooaw Arsaw

The stars were added one at a time, and as such they will nearshown in Figllsb. The two quantitidgsosw and Argiaw

interfere with each other. are the absorption céeients in the F606W and F814W ACS
Each star in the input AS catalog is added to each imabands corresponding to the average reddening for each GC.

with the appropriate position and flux. The AS routine medhey are derived by assuming, for each GC, the avelEgBe-
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Fig. 4. Left: Completeness as a function of tinggi4w magnitude in five annuli (the inner and outer radius of eactubus, in
ACS pixels, are quoted in the inset) for NGC 22B&jht: Completeness contours in the radial distance varggg,w magnitude
plane. The completeness levels corresponding to the redragydacontinuous lines are quoted in the figure. Dotted lindicate
differences of completeness of 0.05 ranging from 0.05 to 0.95.
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Fig. 5. Panel a: observed CMD of NGC 2298; the arrow indicates the directibreddening. The continuous lines are the axes
(‘abscissa’ and ‘ordinate’) of the reference frame introgliin the procedure for the measurements of reddeningieaisa The
position of NGC 2298 stars in this reference frame is showpaimel b where we draw the fiducial line of the MS as a dashed
red line. Stars between the dotted lines (black points) bhaen used as reference stdanel C shows the rectified ‘ordinate’
vs. A'abscissa’ diagram.

V) listed in the Harris (1996, 2003) catalog and linearly interotating the CMD is that it is much more intuitive to determin
polating among the reddening and the absorption values giveereddening dference on the horizontal axis rather than along
in Table 3 of Bedin et al. (2005) for a cool star. The reason ftire oblique reddening line.
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Fig. 6. Visualization of the local approach for the estimate of thfeedential reddening stered by the target star indicated with
the blue asteriskUpper left: Position of NGC 2298 stars in the AGBFC field of view (gray points). Red circles highlight the
35 reference stars in thewer left panel. Reference stars are indicated with black crossem@them, the 35 closest neighbours
(of the target star) are marked with red circles. Tower left panel is a zoom of a 7600 pixel centered on the target star.
Upper right: ‘ordinate’ vs.A ‘abscissa’ for all the stars in the NGC 2298 field of view. ThedianA ‘abscissa’ of the 35 closest
neighbor is indicated by the continuous red vertical ling eorresponds to thefiierential reddening value fered by the target
star. The histogram of th& ‘abscissa’ distribution of the 35 closest neighbors is shawthebottom right panel.

The value o® depends weakly on the stellar spectral type, binary stars left in the sample, field stars or stars with poor
but this variation can be ignored for our present purposes. F  photometry.
simplicity, in this section, we will indicate as ‘abscisstfie 2. For each star, we calculated the distance from the fiducial
abscissa of the rotated reference frame, and as ‘ordiritge’,  line along the reddening directior (‘abscissa’). In the
ordinate. right panel of Fig[h, we plot ‘ordinate’ vsA ‘abscissa’

At this point, we adopt an iterative procedure that involves for NGC 2298.
the following four steps: 3. We selected the sample of stars located in the regiongof th

CMD where the reddening line define a wide angle with the

1. We generate the red fiducial line shown in Fig. 5b. In order fiducial line so that the shift in color and magnitude due to

to determine this line, we used only MS stars. We divided differential reddening can be more easily separated from
the sample of these MS reference stars into ‘ordinate’ bins the random shift due to photometric errors. These stars are
of 0.4 mag. For each bin, we calculated the median ‘ab- used as reference stars to estimate reddening variations as

scissa’ that has been associated with the median ‘ordinate’ Sociated to each star in the CMD and are marked in[Fig. 5

of the stars in the bin. The fiducial has been derived by fit- @S heavy black points. o _

ting these median points with a cubic spline. Here, it is im4- The basic |d_ea-o_f our pr_ocedure, which is apph-ed to each
portant to emphasize that the use of the median allows us to Star (target) individually, is to measure theferential red- -
minimize the influence of the outliers as contamination by dening stfered by the target star by using the position in
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the ‘ordinate’ vs. ‘abscissa’ diagram of a local sample afrdinate (right panels). We have also divided the whole field
reference stars located in a small spatial region around thfeview into 32x32 boxes of 128128 ACSWFC pixels and
target with respect to the fiducial sequence. calculated the average E(B - V) within each of them. The

We must adopt an appropriate size for the comparison resulting reddening map is shown in the lower-left panelnghe
gion in order to obtain the best possible reddening correzach box is represented as a gray square. The levels of gray
tion. The optimal size is a compromise between two corare indicative of the amount of iérential reddening as shown
peting needs. On one hand, we want to use the smalligsthe upper right plot. The analysis of the intricate reddgn
possible spatial cells, so that the systemafifsai between structures in our GC fields is beyond the purposes of the ptese
the 'abscissa’ and the fiducial ridgeline will be measureslork and will be presented in a separate paper (King et al., in
as accurately as possible for each star’s particular loeati preparation).

On the other hand, we want to use as many stars as possi-Fig.[g shows the CMDs of twelve of the GCs studied in this
ble, in order to reduce the error in the determination of th&per including NGC 2298. These are the clusters that regteal

correction factor. the largest dferential reddening E(mesosw— Mes1aw) > 0.05.
As a compromise, for each star, we typically selected the

nearest 30-100 reference strand calculate the median
A ‘abscissa’ that is assumed as the reddening correction
that star. In this way, our fferential reddening correction
will be done at higher spatial frequencies in the more pop
lated parts of the observed field. In calculating thiéeden-
tial reddening sfiered by a reference star, we excluded th
star in the computation of the median‘abscissa’. As an
example, in FiglJb we illustrate this procedure for a star
the NGC 2298 catalog. The position of all the stars withig
the ACSWEFC field of view is shown in the upper-left pane
where reference stars are represented by black crosses,
the remaining stars are indicated with gray points. Our te
get is plotted as a blue asterisk. The 35 closest neighb
ing reference stars are marked with red circles. The low:
left panel is a zoom showing the location of the selecte s il

stars in a 708700 pixel box centered on the target. Th A s ¥ s R R
positions of the 35 closest neighboring reference stars in e e

the ‘ordinate’ vs.A ‘abscissa’ plane are shown in the upFig. 7. Bottom-left: Map of differential reddening in the NGC
per right panel, and their histogram distribution is pldtte2298 field of view. The gray levels correspond to the mag-
in the bottom-right one. Clearly, neighboring stars defineratude of the variation in local reddening as indicated ia th
narrow sequence with ‘abscissa~—0.15. Their mediann  upper-right panel. We divided the field of view into 8 hori-
‘abscissa’, which is indicated by the continuous red lise, zontal slices and 8 vertical slicelSpper-left and lower-right
assumed to be the best estimate of thigedential reddening panels ploiA E(B- V) as a function of the Y and X coordinate.
sufered by the target star.

FB06W
‘ordinate’

After the mediam\‘abscissa’ have been subtracted to the ‘ab-
scissa’ of each star in the rotated CMD, we obtain an improved o
CMD which has been used to derive a more accurate selects: PSF Variations

?Lth? T?mplszf MS reierenﬁe stars an? derive a ;ngr“jgrsv%ﬁﬁne GCs have a reddening that is close to zero and therefore
Iducial line. After step 4, we have a newly correcte Ve expect negligible variations of reddening within theddi

re-run the p.rocedu-re to see if the fiducia} sequence needs Pview. In these cases, we need to apply only a correction for
changed (slightly) in response to the adjustments madetan He photometric zero point spatial variation due to smaik, u

er_ated. Typically, the procedure converges after _abouu'feu modelable PSF variations. Usually, these PSF variatiffiesta

atlon(sj. Finally, the(;:orrected abs_mzsa and ‘ordinate’ eon- each filter in a diferent way, so their most evident manifesta-

vertIS toMEgosw andMesiaw Magnitu fers1. iainal and th tion is a slight shift in the color of the cluster sequence as a
rom star-to-star comparison of the original and the ¢q{;,jon of the location in the field (Anderson et al. 2008)r F

rected magmtude; We can estlmate star _to star \./arla.uons[Hg reason, when the average reddening of the cluster (from
E(B - V) and derive the reddening map in the direction (ﬁ

GCs. A o i 7 divide the fi arris 1996) is lower than 0.10 mag, we did not follow the
our target GCs. As an example, in Fig. 7, we divide the fie cipes for the correction of fierential reddening described in

of view into 8 horizontal slices and 8 vertical slices andtplqhe previous section, but corrected our photometry for fhe e

A E(B - V) as a function of the Y (upper panels) and X COfects of the variations of the photometric zero point aldmg t

4 The exact number adopted for each cluster depends on the t6iP- We used a procedure that slightlyfelis from the one
number of reference stars with a larger number of stars usethé Of Sect[3.1.. The only dierence from what done in GCs with
most populous clusters. high reddening is that we did not rotated the CMD and so we
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Fig. 8. CMDs of twelve GCs before (left) and after (right) the cotie for differential reddening. For each cluster we give the
average reddening from the Harris (1996) catalog.

did not apply the correction along the reddening line, bomgl Finally, the low signal to noise photometry of faint staritis
the color direction. the range where binaries can be detected and studied.

The results of this procedure are illustrated in Eig. 9 where In practice, the limited photometric precision and accurac
we compare the original and the correct CMD of NGC 288nakes impossible the direct measure of the overall poulati
The improvement in the quality of our CMD is exemplified byf binaries without assuming a specific distribution of mass
the comparison in right panels figures that show a zoom of tties f(q). For this reason, in this paper, we followed two dif-
SGB and the upper-MS. ferent approaches to study the binary population in ouretarg

Other examples of the improvement in the photometfyCs.
coming from this procedure are shown in igl 10 where we plbt We isolated dierent samples of high mass-ratio binaries (i.
the nine GCs studied in this paper for which we measured tBethe binary systems wittp> 0.5, 0.6 and 0.7). For them, we
largest color variations. The average color variationstgpe ©Obtained a direct measure of their fraction with respechéo t
cally around 0.005 mag for each cluster wiB — V) <0.10 total number of MS stars, and studied the properties of each

studied in this paper and never exceed 0.035 mag. group (Secl}4).
2) We determined the total fraction of binaries by assuming a
givenf(q) (Sect[5.R).

4. The measure of the fraction of binaries with In each cluster, we estimated the fractions of high q bi-

nary stars in the F814W magnitude interval ranging from
0.75 Mes1awbright) t0 3.75 (Meg1awraing) Magnitudes below the
Binaries with large mass ratios have a lar¢fset in luminosity MSTO.H In this work we used the MSTO magnitudes from
from the MSRL and are relatively easy to detect. On the con-
trary, a small mass ratio doesn’t pull them very féif @f the 5 |n the cases of NGC 6388 and NGC 6441 we used a smaller mag-
MSRL, making them hard to distinguish from single MS starsitude interval between 0.75 and 2.25 magnitudes below t8&®!

high mass ratio
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Fig. 10. Comparison of the CMD of nine GCs studied in this paper befl@® and after fight) the correction for photometric

zero points variations.

This exception is due to the fact that, as we will see in $eEifl4we
do not have reliable proper motions to estimate the numbfeficrd
field stars in the CMDs of these two GCs.
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Marin-Franch et al. (2009), who used our same photometric Similarly, we have calculated the fraction of binaries vgjth
data base. The choice of this magnitude interval represents0.6 andg>0.7. To do this it is necessary to move redward the
compromise between the necessity of a large set of stars &ftthand side (red solid line) of Regid) according to what is
the need to avoid faint stars to be able to measure the binapwn in Fig[l.
fraction also in clusters with poorer photometry (because o The error associated to each quantity of ég. 1 is the Poisson
crowding). error and the error on the obtained binary fraction is caled

To illustrate our setup, Fig. 11 shows the various regioby following the standard errors propagation. Thereforepit
we studied in the CMD of NGC 2298 in order to measure tiresents a lower limit for the uncertainty of the binary frewt
fraction of binaries with mass ratig > 0.5 for this cluster. We note that the binary fractions stronglyfdr from one clus-
The upper half of the figure displays two regions of the CMDer to another withf.>>° ranging from~0.01 to~0.40.
RegionA (upper left) and regioB (upper right). In order to analyze the radial distribution of binary stars

RegionA includes all the stars that we can consider to ke GCs and provide information useful for dynamical models
cluster members. It includes: all the single MS stars and tbeour target clusters, we have calculated both the totadryin
MS+MS binaries with a primary star that ham@siawpright <  fraction and the fraction of binaries with > 0.5 at diferent
Meg1aw < Meglawtaint: 1he green continuous line is the MSadial distances from the cluster center. More specifically
fiducial line, drawn as described in Sédt. 3. To include steas defined three dierent regions:
have migrated to the blue due to measuring error, we extend re
gion A up to the green dashed line, which is displaced to the a circle with a radius of one core radiug Gample);
blue from the MSRL by 3 times the the average color error fo- an annulus between the core and the half-mass radius
a star at that magnitude. The red dotted line is the locus 6f MS  (rc_um sample);
MS binaries whose components have equal mass; we set thea region outside the half-mass radiugifys sample).
limit of region A by drawing the red dot-dashed line, displaced
to the red from the dotted line by 3 times the rms color error. The values of the core radius and the half-mass radius are
The upper-right panel of Fig_L1 shows Reg@ywhich is cho- from the Harris (1996) catalog. It should be noted that, even
sen in such a way that it contains all the binaries wijth 0.5. if our data are homogeneous, in the sense that they came from
It starts at the locus of binaries with mass ratje0.5, marked the same instrumenACSWFC/HST) and have been reduced
by the continuous red line and ends at the dotted-dashed @@@pting the same techniques, their photometric quality va
line, which is the same line defined in the upper-left panel. from cluster to cluster, mainly because of theéfetient stel-

The lower half of Fig[ZIll shows where observed stars alfd densities (which fects the crowding). For this reason, for
ASs fall within these two regions. The left-lower panel glste  some GCs that have poor photometry in their central regions,
observed stars and the middle panel shows ASs. We note thi@thave measured the fraction of binaries only outside a min-
a significant number of ASs fall in regidB. Only a fraction imum radius (Ruin) where it is possible to distinguish bina-
of them can be explained by photometric errors; in many cagégs withg > 0.5 from single MS stars. The adopted values of
two stars fell at positions so close together that a pairarsst Ruiv are listed in Table 2. The fractions of binaries witk0.5,

. . . . . . >0.5 (0>0.6 g>0.7 .

has blended into a single object, which would simulate arginad>0.6,09>0.7 (f; ™, f; ™" and fi-=") for the clusters in our
Obviously, in the real CMD, regionsandB are also populated sample are listed in Cols. 3, 4, 5 of Table 2, respectivelgoln
by field stars, as shown in the right panel for NGC 2298. Wémn 6 there is also our best-estimate of the total binaryifac
will explain how the field star CMD is built in Sedf. 4.1. (i. e. the fraction of binaries in the whole range:@ < 1) that

To determine the fraction of binaries with-0.5 we started Will be estimated in Sedt. 5.2. We give both the fractionsief b
by measuring the number of stars, corrected for complesend¥ries calculated over the ABSFC field and those in each of
in regionsA (NAg, ) andB (NE;, ). They are calculated asthe thrltlee regiorr:s defined gbove- " ud

AB NAE) A(B) ; Following these considerations, it was possible to include

NR'(EA)L =2, 1/a, WhereNOB(S) Is the number of stars Ob'in therc sample only 43 out of the original 59 GCs. In addition,

served in the regioA (B) andG, is the completenesg (Commgthe limited ACS field of view reduced the number of GCs with
from AS tests). Then, we evaluated the corresponding msnbler

of artificial stars NQRT and NERT) and field StafsNQELD and [c-HM androqyv samples to 51 and 45 clusters, respectively.
NEg.p)- In the following Sects4]1 arid 4.2 we will describe

the methods that we used to estimale., , andNE_, , and 4.1. Field contamination

NArr andNger.

The fraction of binaries witlg>0.5 is calculated B The best ways to quantify foregroyhdckground contamina-

tion of regionsA andB consists in identifying field stars on

NB_  _NB NB the basis of their proper motion, which usuallyffers from
f0S = NiEAL N';'ELD - NQRT. (1) the cluster motion. For several clusters of the sample densi
REAL ~ "FIELD ART ered in this paper there are previous epB&T images with a

6 The first term on the right-hand side of the equation gives tﬁéﬁdemly long temporal ba§eline and precisioq to a"OW,the
fraction of cluster stars (both binaries and blends) ofeskin Region Measurement of proper motions. We used archive material to

B, with respect to the number of cluster stars observed indReyi determine the proper motions of 20 GCs that are criticalty-co
The second right-hand term is the fraction of blends andlmutzted taminated by field stars: ARP 2, NGC 104, NGC 362, NGC

as the ratio of the number of ASs in RegiddiandA. 5286, NGC 5927, NGC 6121, NGC 6218, NGC 6352, NGC
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Fig.11. Gray areas in the upper panels are the regiarendB of the NGC 2298 CMD adopted to select all the (single and
binary) cluster stardé¢ft) and the candidate binaries witp-0.5 (right), in a range of 3neg14w magnitudes. In all panels, the
MSRL is represented as a green continuous line, while thengdashed line is blue shifted from the MSRL by three times the
color error. The red continuous line is the locus of MS-MSabies with mass ratiq=0.5, while the red dotted line is the locus
of MS-MS binaries whose components have equal mass. Theastted dotted line is displaced to the red from the dotted line
by 3 times the color error. Lower panels show the observed @MRGC 2298 [eft), the artificial stars CMDrtiddle), and the
CMD of field stars fight).

6388, NGC 6441, NGC 6397, NGC 6496, NGC 6535, NGfapers (e. g. see Bedin et al. 2008, Anderson & van der Marel
6626, NGC 6637, NGC 6652, NGC 6656, NGC 6681, NG2010). In the cases of NGC 104, NGC 362, NGC 5927, NGC
6838, and TERZAN 7. The procedure to measure proper n&t21, NGC 6397, and NGC 6656 we used a sample of images
tions is outlined in Sect. 4.7.1 taken at three or even morefldirent epochs and determined

In order to determine field objects contamination in theroper motions with the procedure given by McLaughlin et al.
CMDs of the remaining clusters, we run a program develop&2006). We refer the interested reader to these paper for a de
by Girardi et al. (2005), which uses a model to predict stannu tailed description.

bers in any Galactic field. Details of this procedure aremive ~ Results are shown in Fig. 112 which plots proper motions
Sect[4.1P. for twenty GCs. We plotted only stars in the F814W magnitude

range indicated by the numbers quoted in the ifiseitsce we
) measured proper motions relative to a sample of cluster mem-
4.1.1. Proper motions bers, the zero point of the motion is the mean motion of the

Proper motions are measured by comparing the positionsCHSter' Therefore, the bulk of stars clustered around tiydo

stars measured at two or moréfdrent epochs. For the major- 7 Note that the magnitude range used to create[Fig. 12 is ltrger

ity of the clusters only two epochs were available and we fahat used to estimate the field star contamination whichrgrirgo
lowed a method that has been widely described in many otleer 1 for the the binary fraction calculation.




Milone et al.: The Main-Sequence Binary Population in 59kBlar Clusters 13

of the vector-point diagrams (VPD) consists mostly of dust  have measured proper motions, in the magnitude interval j
members, while field stars are distributed over a largerearfig (see the rightmost column of Figis]13 dnd 14), respectively.

proper motions. - nE,CELLDyj is the fraction of field objects that share proper mo-
Proper motions fier a unique opportunity to estimate the tions similar to the cluster;
number of field stars that populate the regidnandB of the  — Farea is the fraction of the ACSVFC field of view with

CMD. In order to identify field objects, we began to isolate multi-epoch observations;

stars whose proper motions clearlyfdr from the cluster mean — ¢ is the completeness of the AGBFC catalog calculated
motion by using the procedure that is illustrated in Eig. 48 f  in Sect[Z.2;

NGC 6656 (where cluster and field stars are well separated i fFi,,\,I is a factor that accounts for the availability of proper
the VPD), and in Fig_14 for NGC 6838 (where the separation motions (as in point 3 above).

is less evident).

In the left panel of Figg._13 anf 114 we show the CMD fof\nd the same is done to evaluate the number of field stars in
all the stars for which proper motions measurements aré- avéfie Region B. In the following, we describe the procedureluse
able. The second column of the two figures shows the vPDtgrdetermineiet, Farea, andfl,,.
the stars in four dferent magnitude intervals. The red circle Field stars with cluster-like proper motions
is drawn to identify the stars that have member-like motionsThe VPDs of Fig[I2 show that almost all the clusters have
In the following, we will indicate adkc, and Royt the VPD some field stars that share the mean cluster motion. The frac-
regions within and outside the red circles. We fixed the mdition of these sources with respect to the cluster stars dispem
of the circles at 3.25-, whereo is the average proper-motionseveral factors, such as the astrometric quality of the, daga
dispersion in the two dimensions. If we assume that proper nigmporal baseline, the line of sight, and the motion of thies-l
tions of cluster stars follow a bivariate Gaussian distitmy ter with respect to the field. Their fraction is almost neiplig
the circle should include 99.5 % of the members in each mdf-NGC 6656 and other cases, but makes a significant contri-
nitude interval. The third panel shows the CMD of stars withution to the binary fraction in most of the GCs of Higl 12.
cluster-like proper motion, while selected field objectsglot- We now describe a method to determine the fraction of field
ted on the right panel. stars with cluster-like proper motion in order to accunaiat

We emphasize here that, as we will see in detail in the féBr Nfg p @andNg,  in equatioriL.
lowing, proper motions are used to evaluate the numbers of We note that, for the purposes of this paper, we do not need
field stars that randomly fall within the CMD regioAsandB  to isolate these intruders. It isfiigient to estimate their total

(NAS ) and not to isolate a sample of cluster stars. This apmount, and, more specifically, the amount of field stars with

proach will allow us to determine the binary fraction by mearcluster-like motions that populate the CMD region assedat
of eq[1 in the whole ACSVFC field of view and not only in the with MS-MS binaries or MS single stars.

spatial regions covered by multi-epochs images where prope We independently calculated, for the GCs with reliable
motions are available. To determine the vaIuesN@lﬁLD we proper motions, the number of field stars with cluster-like
have to account for three factors: proper motions for each of the four magnitude intervals of

B . Figs.[13, and14. In the cases of GCs where cluster and field
1. To accurately measum':’ELD we need a correct eStImatestars are clearly separated in the proper motion diagranP(AR
of the fraction of field stars that share cluster-like prop y sep brop g

motions ar NGC 104, NGC 362, NGC 5286, NGC 6121, NGC 6218,
2. Proper motions are not available for the whole AWEC NGC 6388, NGC 6397, NGC 6496, NGC 6535, NGC 6637,

field of view because, usually, there is only a partial o rlaNGC 6624, NGC 6652, NGC 6656, and Terzan 7) we used the
. > usuaty, yap MBI ethod that is illustrated in Fifg. 115 for NGC 6656. All the diel
between the images atffirent epochs. As a consequence . . : i
: nd cluster stars with reliable proper motions are locatéumy
of this we need an accurate measurement of the area of fhe . )
i . the dotted circle of the left panel VPD We considered as proba
overlapping region.

: . . ble cluster members all the objects that are plotted as tlaiy g
3. Proper motions may not be available for a fraction of stars_ . . :
. : . ots in the yellow area (regidR:_) of the zoomed VPD in the
in the ACSWFC catalogs even if they are in the over-. . T ; ,
. . right panel, while remaining objects are flagged as fieldsstar
lapping region because these stars are not measured . .
and are represented as heavier points.

the second-epoch images (that in many cases come fromThe distribution of field stars in the VPD is clearly elon-

WFPC2), because they either are too faint or in a too . ; .
crowded) region y gated and the isodensity contours can be approximately de-

scribed by ellipses. In Fig. 15 we show the two isodensity-con
Specifically the number of field stars in the region A hagurs that are tangent to the regigg. and define the red region

been evaluated as (Rr). The number of field stars withiRc. is assumed to be:
nA N = ng, Sk, /S
4 1+nf /NEELDj &P q FIELD Rr<RcL/ ©Rr .
NI/Z_\IELD _ Z FIELD,j . Z ‘ ) whereSg,, andSg, are the areas of regiofi% andRy and
Farea fom Ci Ng; is the number of stars withiRr.
In the cases of NGC 5927, NGC 6352, NGC 6441, NGC 6681,
and NGC 6838, where the separation of field and cluster ars i
— NFIELDj andné,ELDj are the total number of field objects andess evident, we followed aflierent recipe, which is illustrated

the number of field objects within Regighfor which we in in Fig.[I8 for NGC 6838. The upper panels show the CMD

=1 i=1

where:
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Fig. 12. Vector-point diagram of proper motions, in equatorial aboates, for twenty GCs. Only stars in theg; 4w interval
indicated in each panel are shown.

(left) and the VPD (ight) for stars in the third interval of mag-
nitudes (&3) of Fig.[T4. We selected, on the CMD, a sample of

& ] stars that, on the basis of their color and magnitude, afegaro
9 h ble backgrountdoreground objects. These stars are marked as
E ] heavy black points in the lower CMD of Figurel16, while in the
$ s right-lower panel we show their position in the VPD.
[ NGCBE56 - ]
e L oL If we assume that the fraction of selected objects within
20 0 -20 30 20 10 0

RcL with respect to the total number of selected field ob-
jects (fFIELD is representative of the overall fraction of

Fig.15. Setup to estimate the fraction of field stars W,tﬁgld stars that share cluster proper motions we can impose:

cluster-like proper motions in NGC 6656. Nfp = Nrewofrgip. The contribution ofnfi , to the
measure of the binary fraction is, for all the clusters serall

than 0.01.

1, cosd [mas yr-!]
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Fig. 13. Leftmost column: megi4w VS. Mesosw — Mes14w CMD for all the stars of NGC 6656 with available measures aiper
motions.Second Column: Proper motion diagrams of the stars in the left panefsagyr 2, in intervals of 1.4 magrhird column:
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Fig. 14.As in Fig.[13, but for NGC 6838.

In order to investigate the reliability of this approach, whation is uniformly distributed within it, and therefore vesti-
applied it also to the 15 GCs for which proper motions allowate the total number of field stars in our field of view as the
us to almost completely separate cluster stars from field.onproduct of the number of field stars in the regign and the
In all cases, we found full consistency between the two amatio between the area of the total field of view and the area of
proaches, with the the fraction of binaries with0.5 listed in  R;. In this paper, we will refer to this ratio aBarea.

Table 2 difering by less than 0.01.
Completeness correction for field stars

The spatial coverage of multi-epoch images In the procedure that we have applied to determine the clus-
For most clusters, there is only a partial overlap among tlhe der membership using proper motions, we have automatically
ferent epoch images. In the following we will refer to theiceg excluded all the stars that might be members but have poor as-
that has been observed in at least two epoch&gs Fig.[I74 trometry. An accurate estimate of the fraction of thesesstr
shows the example for NGC 6656, where we indicate as lightcessary to infer the correct vaIuesNi{ELD and N,E‘,ELD. To
gray points all the stars for which we have only photometrgstimate the fraction of cluster stars lost by applying ttoppr
and mark with black points the stars with both photometrit amotion selection criteria, we applied the procedure itatstd
proper motion measurements. As our field is just a few squamerFig.[18 for NGC 6656. In panel we show thamegiaw vs.
arcmins, we can assume that the backgrgianelground popu- megosw—Mrs14w CMD for all the stars in the regiofy;,’. Proper
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Fig.16. Estimate of the contamination of field stars that
share cluster proper motions in NGC 6838. Upper pane M pgoon MM paraw
show the CMD I[eft) and the VPD (ight) for stars with

18.15<mgg14w<19.45. Lower panels display the CMDeft)

and the VPD (ight) for those objects that, on the basis of the

position on the CMD, are probable field stars.
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reliable estimate of proper motionsgy). The fraction of stars
with a proper motions in that bin iy = Npy/Nogs.

We then calculated the mediam:gi4w Mmagnitude of the
observed staravfyep) in each bin. We associated to each bin
the corresponding value &fy andmygp. The @M) for each
i-star is calculated by interpolation with a spline. In plaft
of Fig.[I8 we show the findby as a function ofmegiaw. For
the GCs studied here always we hdpg > 0.4 at the level of
3.75 F814W magnitudes below the MSTO.
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Fig. 18. Panel a: CMD for all the stars within the regiorR;;’;
Panel b: CMD for stars with a reliable estimate of proper mo-
fions; Panel c: CMD for stars within R,’ for which there are
not reliable measurements of proper motidPe)el d: Fraction

of stars with good proper motions with respect to the totahnu
ber of stars withinR,;” as a function ofmegaw.

4.1.2. Galactic model

In order to estimate the number of backgrofiaceground stars

in the field of view of the GCs studied in this paper, and for
which we do not have reliable measurements of proper mo-
tions, we used the theoretical Galactic model described by
Girardi et al. (2005). This model was used to generate a syn-
thetic CMD (in the AC3WVFC F606W and F814W bands) con-
taining the expected field stars in the cluster area that we ar
studying. The synthetic CMDs were used to count the number
of field stars in the CMD regions, andB (N5, NE,,) defined

in Fig[d1. Obviously, the number of stars in simulated CMDs
may difer from that of observed field stars. To minimize the
effect of such uncertainties on the measure of the fraction of
binaries in GCs, we defined in the CMD a regieron the red
side of equal-mass binaries fiducial sequence, that is detim

Fig. 17. Map of all the stars NGC 6656 (light gray points) wittPn the blue side by the red dashed-dotted line of Eiy. 11 and
Mes1aw <18.25. Black points mark all the stars with availablés likely not populated by cluster stars, as illustrated ig ES

proper motions. The contour of regioR,” is colored in red.

motion measurements are available only for a fractipg) of

for NGC 2298. We determined the numbers of stars within
in the observed and in the simulated CMD¢{. andNE,,
respectively).

The number of field stars in the CMD regioAsis then

these stars. Their CMD is shown in pabgivhile the CMD for 4 culated as:

stars with no available proper motions is plotted in pangl (

: : o NAL = NALNEL/NE 3)
To determinefpy we started by dividing the CMD into bins ' “FIELD SIM'YoBS/ 'YSIM

of 0.5meg14wmagnitudes. In each of them, we counted the totahd a similar equation is used to estimate the number of field

number of observed starll{gs) and the number of star with astars in the regioB.
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As anticipated in Sect. 2, we removed from our list all clusa the CMD is necessary. In this paper, we used extensive
ters for which we had no proper motion (two epochs data) aadificial-star test experiments to evaluate directly tffeas
for which Girardi et al. (2005) model was prediction a fieldf blends.
star contamination larger than 1%, with the only exceptibn o Specifically, in this subsection, we illustrate the proaedu
E3 (a 2.4% expected contamination) and NGC 6144 (1.3%yopted to determine the relative numbers of artificialssitar
Therefore, for clusters for which we have to rely on a Gatactihe regionsA andB of the CMD of Fig.[I1 N3, andNg.;)
model to estimate the foregroutfoackground stars, the con-that are used to calculate the last term of éq. 1.
tamination is expected to be minimal. On the other hand, we This analysis requires that the artificial star sample theat w
kept into the sample all cluster for which we could use propeiill compare to observed data reproduce as much as possible
motion to estimate field stars, independently from the Ie¥el all the details of real stars. In particular we need the bessip
contamination. In order to investigate whether the estnadit ble match between the luminosities, the radial distributad
the photometric errors of observed and simulated stars.

The data set described in Anderson et al. (2008) includes
an extensive set of artificial-star tests for each clustee. 3ame
quality parameters were determined for the artificial starfor
the real stars, so we apply the same selection criteria to #se
we did to the real stars in SeCi. R.1.

To apply these generic artificial-star tests to the real-clus
ter distribution, for each real star observed, we took a §et o
the artificial stars within:0.10 magnitude and with radial dis-
tances within 100 pixels of that of the star. These are ths sta
that were used to estimate the measurement errors (randbm an
systematic) of the stars in the cluster.

The result of this procedure is a catalog of simulated stars
that reproduces both the radial and the luminosity distidins
of real stars. Severalffiects contribute to the observed width
Fig.19. Observed CMD of NGC 2298 dft) and simulated of the main sequence. In addition to photon noise, we have the
CMD of field stars in the NGC 2298 field of viewi{ht). contribution of spatial variations of the PSF and residugiéd

ential reddening that are beyond the sensitivity of the webth
that we used to correct them, as well as scattered light, pos-

field stars from Galactic models is reliable, we applied the s sible star-to star metallicity variations, etc. However, fhe

thetic CMDs method also in the 15 GCs for which we have re urposes of this work, it is not necessary to distinguistetre

able proper motion measurements. We found that, in the aggsions of the single sources of the broadening and we can
of GCs with a small field-star contamination, the fraction qf,,de them in the photometric erroxs)(

binaries withg>0.5 derived following the two approaches is  gjnce MS-MS binary systems and apparent binaries both lie
identical within the uncertainties, withftierences smaller than j, the red side of the MS. we can use the MS scatter to the blue
0.01. For some GCs with a significant backgrofiaéground ige of the MS as an estimate of the photometric error. We note
population, namely NGC 5927, NGC 6352, NGC 6388, NG5t the blue portion of the MS may be contaminated by MS-
6441, NGC 6637, and NGC 6681, the fractions of binaries dgpite dwarf binaries but their influence enis expected to be
rived using a Galactic model fiier from those derived using negligible, and further reduced by the applied "kappa—sigm

LENLANL L B P o e v I o e e s LI B B B B

OBSERVED SIMULATED
FIELD

19

22

AT EE i SR S B
T

™ -

T T
ol
(o)

PRI ST
1 1.5
M pgogw M pg1aw 1M pgogw 1M pg14w

N

L 2l R
0.5 1 1.5

proper motions by 0.01 to 0.03 (for NGC 6441). rejection algorithm, as described below.
In order to estimater, we used the following iterative
4.2. Estimate of the fraction of apparent binaries procedure, which has been applied to both the observed and

artificial-star CMD. First of all, we subtracted the colortbé

Chance superpositions of two physically unrelated staas thMSRL from the color of each star. Then we divided this CMD
happen to lie nearly along the line of sight (apparent b&gri into several intervals of magnitude, each one containirmg th
and superposition of a faint star and a positive backgrowied fl same number of stars, and constructed a histogram of the colo
tuation may reproduce the color and luminosity of a genuirgstribution for each magnitude interval. The size of eaxtér:
binary system, and populate the CMD region occupied by Rial is a compromise between maximizing the number of stars
naries. In a crowded stellar field, like the core of a GC, & refo reduce the statistical errors and minimizing the magieitu
able measure of the binary fraction requires good accuracyintervals to account for the variations of the photometrice
deriving the number of chance superpositions. as a function of the luminosity. For these reasons, the $ireo

We can identify and reject a significant fraction of thesgdopted interval varies from one cluster to another, deipgnd
objects by analyzing the stellar profile, and the PSF-fitrerroon the number of sampled stars.
For this reason, in this work, we limited our study to the clge We used least-squares to fit each histogram with a Gaussian
that pass the selection criteria described in $ect. 2.1. that had three fitting parameters: its center, its amplitade

In order to account for the blends that have not been iigs dispersioro. Then, we rejected all stars for which color is
jected, a statistical estimate of their number and distidiou far more than 3 from the fiducial line, because most of these
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objects must be field stars or binaries. Finally we used the kst fitting functions for the case of NGC 2298. In this paper,
maining sample for a new Gaussian fit. we considered the spread of the MS stars as a reliable indicat

All the stars with negative color in the rectified CMD (i. e.pf the photometric errors to be associated to color measures
those on the blue side of the MS) are used for a new Gausside believe that it represents a much more accurate estirate f
fit, but, this time, we fixed the center and the amplitude of thbe observed MS breadth than the one given by the rms value
Gaussian and consideredas the only free parameter. The begibtained from magnitude measures of the single AS MS stars.
fitting o is adopted as the average photometric error in thiatfact it also accounts for residuals photometric zero pein
magnitude interval. The errors corresponding to a given-magrs, errors associated to the reddening correction methdd
nitude in the CMD are obtained by interpolations. possible intrinsic spread due to the presence of multipglkast

As expected, the artificial star color distribution is nares populations.
than the real star one. We need to properly estimate therdi
ence between the artificial-star photometric error and tiee p S i
tometric error of real stars, since, as it will be clearer @xtn Persion is expressed a8y = /PEea — Pagrs: Assuming
section, we need an artificial-star CMD with the correct photthat any spread of MS stars around the MS fiducial line comes
metric error in order to estimate the photometric outliensolr  only from photometric errorgyoy, indicates how the artificial-
contaminate the binary region. star color errors underestimate our real-star photometrar.

The smaller color dispersion of the artificial star CMDAs a final, fundamental step for the following discussion, we
comes from the fact that the measurement errors of artifictade the artificial-star CMD similar to the observed one by
stars are smaller than the corresponding error of real §tais  adding to each artificial star additional random noise irgol
difference is due to the fact that, in fitting artificial stars, we uextracted from a Gaussian distribution with dispersioty, . In
exactly the same PSF that was used to originate them, while
we cannot expect the same perfect match of the PSF with the
real PSF of real stars. In addition, and for the same reasnn
artificial-star photometry is notfected by zero point photo-

The diference between the observed and simulated MS dis-

metric errors, and errors associated with thedéntial red- 0_045_ e REAL STARS ' < ]
dening correction. F T~ ARTIFICIAL STARS o 47
The diference between the MS color spread of observ 0-03;- -';",5’ -
and simulated stars might be also due to multiple stellar pc s . F — T ]
ulations. Indeed, nearly all the GCs studied so far host two : 2T ]
more generations of stars with dferent light-elements. Infew ~ ootp*"" e E
GCs, there are also star-to-stars iron variations (seendikt 0 Z’*.' L
al. 2010b for a recent review). 20 21 22 23
Among the clusters studied in this paper, multiple MSs a e e o
sociated to helium variation have been identified in 47 Tu § . osseRvED. 'ARTIFICIAL STARS {1 & “ARTIFICIAL STARS

% -+ COLOR SPREAD -|

NGC 6752, and NGC 6397 where th&gogw — Meg1aw color
difference between the He-rich and He-poor MS is about 0.
mag (Anderson et al. 2009, Milone et al. 2010a, 2011b,c) i.
has the same order of magnitude as the color errors of the t
measured MS stars. NGC 6656 (M22) is the only cluster of tf
paper where two groups of stars with dfdient iron content
have been identified. In this case theoretical isochronew sk
that the measured [Ad] difference 0f~0.15 dex do not pro- @
duce any appreciabfa:gosw— Mrs14w color bimodality among

MS stars (Marino et al. 2009, 2011). In general the MSs cc.
responding to the dierent stellar populations observed in thf;ig_ 21. Upper panel: MS dispersion as a function oficgraw
majority of GCs (and hence formed by stars that could have dif5gnitude for NGC 2298. Circles and triangles correspond to
ferent overall CNO abundance, and light elements variajionea| and artificial stars, respectively. The correspontig fit-

are almost overimposed when observed inthgoew—Mrs1aw  ting 41 order polynomials are represented by dotted and dashed
color (Shordone et al. 2011). lines.Lower panels: comparison of the observed CMD of NGC

As an example, the ffierence in color dispersion betweeny,gg (jeft) and the CMDs of artificial stars before (middlejia
the real and the artificial star CMDs of NGC 2298 are shown i}ier (right) the application of color spread.

Fig.[20. In order to compare the real and the artificial stéorco

distribution it is necessary to appropriately re-scalel#teer.

For this, we considered the measured dispersions as a func-

tion of themeg14w Mmagnitude for both observed and simulatethe bottom panels of Fif. 21 we compare the observed CMD of
MSs, and calculated by least squares thedler polynomials NGC 2298 and the CMDs of artificial stars before and after the
(PreaL andPagrs) that best fit each of them. As an examplegpplication of the color spread. The latter CMD has been used
Fig.[21 (upper panel) shows the measured dispersions andtthealculate the ratio betweet,, andNZ., used in Eq[IL.

0.8 1 1.2
11 peoew 11 pa1aw
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Fig.20. Left: The observed (top) and simulated (bottom) CMD of NGC 229 whe fiducial line overplottedvliddle: The
CMDs rectified by subtraction of the fiducial linBight: Color distribution of the rectified CMDs. The in the inset are those
of the best-fitting Gaussian.

5. Results 5.1. Mass-ratio distribution

In this Section we illustrate and discuss the main resultiisf This section, presents the mass-ratio distribution of tharly

work. Specifically: population for our target GCs in the range of Occ1. To do

this, we have divided RegioB of the CMD into five inter-

. vals of mass ratioR; > s5) as shown in Fid. 22 for NGC 2298.

—In S_ect_.["_o:ll we analyze the mass-_rat|(_) dls_trlbut|0n (_)f b\'/Ve chose the size of these regions in such a way that each of
naries in each of the 59 GCs studied in this paper in e, coyers almost the same area in the portion of the CMD

range 0.5 g <1. Results from individual clusters are Us_eﬁopulated by binary systems with> 0.5. The sub-regioiBs

to estimate the average mass-ratio distribution of b'sar_'eincludes also the gray area on the right side of equal-mass bi

— Attempt to calculate the total fraction of MS-MS bina”eﬁaries fiducial that is populated by binary systems wjith 1

g progged_ in Sedf. 3.2; f the li but large photometric errors.
- Sect. gives a summary of the literature measurements ., ¢ o of binaries in each sub-regiBnis calculated

IOf tshe b%y fraqtlon n GCs ﬁn%por%pgres tr;ebm W'.th OUTSver the entire WFC field of view following the procedures de-
- e_ct we mvesﬂgatet e distri ut|gn Of DINAres as@ined in Seckl4. Each sub-region includes binary statswi
function of the primary star mass (magnitude);

R NS _ ., .a given mass-ratio interval\@;) as labeled in Fid._22. To ac-
- ;hetrlzladle.al distribution of binaries in each GC is studied 'Bount for the diferent mass-ratio values of each sub-region,
ec ’ . . . . and analyze the mass-ratio distribution, we derived thenabr

— Finally, monovariate relations between the binary fractio : .

. . 1zed fraction of binaries:
and the main parent cluster parameters (absolute luminos-
ity, central velocity dispersion, metallicity, age, cextten- Vhini = fbini/ACIiE
sity, ellipticity, core and half mass relaxation time, HBmo ' '

phology, collisional parameter) are discussed in $edt. 5.6 & |f we assume that:
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Results for all clusters are shown with black symbols ilated for each cluster the reducetiand quoted it in Fig$. 23
Figs[23 an@24. To increase the statistics, we have alsdediviand[24. Montecarlo simulations demonstrate that in the case
RegionB into two large mass ratio intervals with3< q < 0.7  of a flat distribution we expect the 50% of the total number
and Q7 < g < 1 and calculatedy;, in each of them. The resultsof clusters having? <1.1 and the 99%? <3.8. We found
we obtained by using thesgbins are marked with red openy? values higher than 3.8 in four GCs namely NGC 6366 (

circles in Figs[ 2B and 24. x?=4.92), NGC 6496 °=6.38), TERZAN 7 (y°=4.45) and
E 3 (x*=13.62).
To compare the trend of the fraction of binaries as a func-

\ i tion of g for different GCs we dividegn; by two times the
\ NGCz298 fraction of binaries Witrq>0.5[§.

B,: 0.500<q <0.605 1 Results are in Fid. 25. Black points indicate the measure-
B,: 0.605<q <0.685 | ments for all the GCs, while red points with error bars are the
B, 0.685<q =0.755 averages in each mass-ratio bin. The gray line is the beésgfitt
B,: 0.765<q =0.833 line. Its slope is indicated in the figure and suggests that th
By 0.833<q =1.000 mass-ratio distribution is nearly flat fge0.5. In the Appendix

] we will demonstrate that this result is ndtected by any sig-

. nificant systematic error.

Since we have determined the mass-ratio distribution over
the entire ACBNFC field of view, our conclusions should indi-
cate the general behavior of the binaries in GCs. Unfortipnat
] due to the relatively small numbers of binaries, we could not
- extend this analysis to each samplergf therc_ym, and the
1 ronm Stars. In these regions, due to mass-segregdiiecis, the
mass-ratio distribution could fiér from that shown in Fid. 25.

Y : o Up to now, there are few observational constraints on the
overall mass-ratio distribution of the binary populatiordCs.
One of the few measures &f) for binary systems, available

Fig. 22. As an example, we show with gray and black shaddigthe literature, comes from Fisher et al. (2005) who edtétia
areas the five CMD region$(,_s) used to determine the the the mass-ratio distribution function from spectroscop-
mass-ratio distribution of binary stars in NGC 2298. servations of field binaries within 100 parsecs from the Sun.

Thef(q) derived by Fisher et al. (2005) is shown in the upper
panel of Fig[2b. Binaries witf<~0.9 have a nearly flat distri-
The mass-ratio distribution is almost flat for most of thgution while there is a large concentration of binaries fedm

GCs of our sample but in few cases we cannot exclude possi|etwo components of similar mass. Tout (1991) studied the
deviations from this general trend. To investigate thitesteent pinary systems located in the local field and suggestsftgat
we compared the observations with a flat distribution, calcgan be derived by randomly extracting secondary stars frem t
observed initial mass function (IMF). The mass-ratio dist
tion that we obtain by randomly extracting pairs of starsrfro
a Kroupa (2002) IMF is displayed in the upper panel of Eig. 26
for MS binaries with a primary with @7 < M < 0.76M,

20 —

n F814W

21 —

RR

REGION B

— ¢(q) is the continuous function that describes the distributid
the number of binaries as a function of the mass ratio.

— Nis the total number of stars (both binaries and single stars)

— NBY NE2 .. NEBS the number of binaries in each regiBp,__s.

pin® bin? e Hpin T S T RS which is the typical mass interval corresponding to the mag-
Obviously nitude interval we analyzed in the present work. In this case
fo 2 #(q)do= fq qlz¢(q)dq+ fq "23¢(q)dq+...+ j;fqy(q)dq the f(q) s_hape rapidly decrea_ses. from IQW to high mass-ratio
where [q1:92], [92:93], ..., [45:06] are the mass-rati@iéls corre- Values with only the 24% of binaries havigg0.5.
sponding to the CMD regions of Fig.22. We have: In order to investigate whether the observations of [Eig). 25
fq‘zi()'”) #(g)dg = Ns‘iﬂ’; i=1,2,...,5. are consistent with any of the two mass-ratio distributidas
At this point, the best we can do to gather informationggq) is to  scribed above, we calculated the normalized fraction of-bin
use the approximation: ries we expect in the CMD of a GCs where binary stars fol-
q‘gf;*“ #(a)dg = ¢*(@)(q(i + 1) - a(i)) = ¢/ (@A low the distribution by Fisher et al. (2005) and the distribu
and calculate; tion obtained from random extraction of secondary stamnfro

910 = (" #(cdda)/Ag = NED /Ag.
If we normalize ¢;(q) by the total number of stars we find that ° sincew,; depends on the fraction of binaries, which changes from
the normalized fraction of binariesftérs from¢; by a factor IN:  one cluster to each other, to compare results frafewtint clusters, we
#7(@)/N = NS /(NAG) = foini/AG = Vbini- have to normalize it by the total fraction of binaries. Duétte lack of
Since the total number of stars changes from one clusterctoaher, information on binaries with0.5, we normalizedy,; by f;ﬁo's. We

we use hereyn; as the best approximation of the mass-ratio distrib@so multiplied the latter by a factor of two to normalize tweo (Note
tion in eachginterval. that, by chance, g*;"ﬁ corresponds to the total fraction of binaries for
the case of flat mass-ratio distribution).
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Fig. 23. Mass-ratio distribution for the binary population in the 8@eld of 29 GCs. Black filled-circles show the normalized
fraction of binaries in five mass-ratio intervals, while rgaen-circles indicate tha,,; values obtained by using only two bins
with 0.5<g<0.7, and 0.#g<1. Horizontal segments mark the adopted mass-ratio iftemde observational errors are plotted
as the vertical lines and shadowed areas.

a Kroupa (2002) IMF ¥inr, vbinr). We also divided each of any assumptions regardiff@|). On the other hand, because of
these quantity by two times the fraction of binaries wjtt0.5 the photometric errors, binaries with small mass ratipg)(5)
of the corresponding CMDf{"%°, %) in close analogy to are indistinguishable from single MS stars in this databete-
what done for real stars. ' ' fore, any attempt to determine the total fraction of MS-MS bi
- 05, naries without assumption on the mass-ratio distribuamr
Results are in Fig. 27 where the values/ghe/(2 f;l, - \ NN P
05 _ possible with this approach.
and vpinr/(2 ftf'in’R) are plotted as a function af. The best-

fitting least-squares lines are colored gray and their slape _The_ ap_prqach we follow to estimgte the total fraction of bi-
quoted in the inset. Red points are the observed averagfybir{};?”es IS S|m|I§r to that used by Splhma et al. (2007) and-con
frequencies of Fid_25. The large reducesquare values ob- sists of assuming a form fd(q). Since none of the two mass-

tained from the comparison of the theoretical and the olasbr\fatio distributior_ms gvai_lablt_a from Iiteraturg properly S
points, and quoted in the figure, indicate that neither tisadi the observed distribution in order to estimate the totat-fra

i i i TOT
et al. (2005) nor the Tout (1991) distribution properly niegs tion OT binaries {,,"), we ext_rapolated the re§ults of 8.@5'1
the distribution we observe in GCs adopting a flaff(q) also for binary systems witg<0.5; i. e. ,
' we assumed a constant mass-ratio distribution foq afilues.

In this case ag>%° = £1=°° the total fraction of binaries is
5.2. The total binary fraction simply
y fJOT =20 fq>0.5
| ) .

$ 8P

The procedure described in the previous section allowed usThe final f,;>" are listed in the fifth column of Table 2 for the
directly measure the fraction of binaries witp-0.5 without rc, therc_pm, theroym sample, and the WFC field.
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Fig. 24. As in Fig.[23 for the remaining 30 GCs.

For completeness, we note that, according to Fisher astsumed(q). Many authors just determined lower limits to the
al. (2005), 66.5% of binary systems have mass ratio lardgnary fraction, as they studied binary systems with |aytjeat
than 0.5. Hence, assuming a Fisher et al. (2005) mass ratwa clearly separated from single MS stars. Without any-indi

distribution, the total fraction of binaries should be: cation on the mass-ratio interval analyzed, a quantitaidre-
fIOTF = 1504 £F0°, parison of results with these studies is not possible.

If we assume that binary stars are formed by random associa-
tions between stars of fierent masses, only 24% of binaries

haveg>0.5, and the total fraction of binaries becomes: From the comparison between Table 2 and 3 we note that
fo TR = 4.167 f;‘;o's. in some cases the fraction of binaries measured in the same

cluster region by dferent authors strongly fiers from the re-
sults presented here. As an example, in the case of NGC 6752,
. ) . Rubenstein & Bailyn (1997) estimated an high fraction of bi-
5.3. Comparison with previous measurements of the S b T :
bi fraction i naries in the coref(,=0.27+0.12), in disagreement with the
inary fraction in GCs results presented in this papéf.f7=0.03:0.03) and in Milone

To date, the fraction of binaries has been measured for 30 G&sal. (2010) (&:0'5=0.03t0.01). To investigate these ftbr-

In Table 3 we list the photometric binary fraction in Galactient results, Milone et al. (2010) re-examined the Rubengtei
GCs from previous measurements and available in the liteBailyn (1997) findings first by analyzing the same data with th
ture. Although for some GCs of our sample the fraction of bimproved photometric techniques that are now availabld, an
naries were already estimated in previous works, cautiost mthen using the better datasets that have been collectedrerore
be used to compare the results presented in this paper withdently. They concluded that the disagreement comes from the
erature ones. In particular, it should be noted that theriete use of the stellar photometry tools they used, which allow a
values of the total fraction of binaries are tightly relatedhe better separation of stellar blends. Similarly, the lamgetion
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Table 2. Fraction of binaries with mass ratip> 0.5, q > 0.6 andqg > 0.7, and total fraction of binaries measuredfeyrc_pm,
androym sample and in the whole AQ®FC field of view for the target GCs. We have analyzed only tR&SAVFC region with
radial distance from the cluster center larger than a minimadiusRy,, whose value, in arcminutes, is listed in the first column.

q>0.5 g>0.6 q>0.7 TOT
ID REGION fbin fbin fbm fbm

ARP 2 rc sample 0.0980.010 0.07&0.007  0.05%0.005 0.18&0.020
rc_um Sample  0.1190.023  0.0920.017  0.0560.012  0.2380.046
Tonm Sample 0.0940.031  0.0860.024  0.08:0.017  0.1820.062
Rmin=0.00 WEFC field 0.0960.009 0.0720.006 0.05#0.004 0.1920.018
E3 rc sample 0.3680.043  0.35@0.042 0.24#0.035 0.72@0.086
rc_ym Sample  0.31¥0.203  0.14#0.171  0.2640.171  0.6340.406
fonm Sample 0.0820.107  0.1020.107  0.0220.075 0.1640.214
Rmin=0.00 WEFC field 0.3470.041 0.3380.039  0.23%0.033  0.6940.082
NGC 104 rc sample — — — —
rc_num Sample  0.0020.003  0.00%£0.003  0.00%0.003  0.01&0.006
Tonm Sample — — — —
Rmin=0.83 WEFC field 0.0020.003  0.00#0.003 0.0080.003 0.018&0.006
NGC 288 rc sample 0.0560.005 0.05@0.004 0.04:0.003 0.1120.010
rc_ym Sample  0.0540.007  0.04%0.005  0.03@0.004  0.108&0.014
fonm Sample 0.0920.040  0.0320.016  0.02:0.011  0.1840.080
Rmin=0.00 WFC field 0.0560.004 0.0480.003 0.0380.003 0.1120.008
NGC 362 rc sample —
rc_num Sample  0.0280.004  0.0180.003  0.01@0.003  0.0580.008
Tonm Sample 0.0160.003  0.01%0.003  0.00&0.003  0.0320.006
Rmin=0.42 WEFC field 0.02€0.003  0.0120.003 0.0080.003  0.04@0.006
NGC 1261 rc sample 0.0280.009 0.0230.006  0.02:0.005 0.0460.018
rc_ym Sample  0.0320.004  0.0280.003  0.0230.003  0.0640.008
fonm Sample 0.02€0.003  0.0180.003  0.0120.003  0.0480.006
Rmin=0.00 WFC field 0.0240.003  0.02:0.003  0.0180.003  0.048&0.006
NGC 1851 rc sample — — — —
rc_nm sample — — — —
Tonm Sample 0.0080.003  0.0080.003  0.0080.003 0.01&0.006
Rmin=0.67 WEFC field 0.0080.003  0.00&0.003 0.0060.003 0.01&0.006
NGC 2298 rc sample 0.07¥0.009 0.0660.006 0.04:0.004 0.1540.018
rc_ym Sample  0.0560.007  0.04#0.005 0.03&0.004  0.1120.014
fonm Sample 0.04¥0.004  0.0340.003  0.0220.003  0.0940.008
Rmin=0.00 WFC field 0.0720.004  0.0540.003 0.0380.003 0.1460.008
NGC 3201 rc sample 0.0640.004 0.05&0.003  0.0420.003 0.1280.008
rc_num Sample  0.0540.006  0.0320.004  0.0260.003  0.108&0.012
Tonm Sample — — — —
Rmin=0.00 WEFC field 0.0610.003  0.05%0.003 0.03#0.003  0.1220.006
NGC 4147 rc sample 0.1310.047  0.1030.036  0.0440.021 0.2620.094
rc_ym Sample  0.01¥0.011  0.0430.007  0.03&0.005  0.0340.022
fonm Sample 0.0190.006  0.0190.003  0.0120.003  0.0380.012
Rmin=0.00 WFC field 0.0220.005 0.02#0.003 0.0280.003  0.0580.010
NGC 4590 rc sample 0.05¥0.006  0.0540.004 0.04@0.003 0.1140.012
rc_num Sample  0.04@0.004  0.03%#0.003  0.0230.003  0.08@0.008
Tonm Sample 0.0580.007 0.0380.005 0.0250.003 0.1080.014
Rmin=0.00 WEFC field 0.0490.003  0.0440.003 0.03@0.003 0.0980.006
NGC 4833 rc sample 0.03830.004 0.0290.003  0.02:0.003  0.06&0.008
rc_ym Sample  0.02@0.003  0.0180.003  0.0140.003  0.0480.006
oM Sample — — — —
Rmin=0.00 WFC field 0.0220.003  0.0250.003 0.0180.003  0.05&0.006
NGC 5024 rc sample — — — —
rc_num Sample  0.0280.003  0.0230.003  0.0140.003  0.0560.006
Tonm Sample 0.03830.003  0.0240.003  0.0120.003  0.06&0.006
Rmin=0.75 WFC field 0.0330.003  0.0230.003 0.01#0.003  0.0620.006
NGC 5053 rc sample 0.0720.005 0.0580.004 0.03&0.003  0.1440.010
rc_ym Sample  0.0980.020 0.0720.013  0.05@0.010  0.18&0.040
oM Sample — — — —
Rmin=0.00 WEFC field 0.0720.005 0.0520.004  0.0320.003  0.14&0.010
NGC 5272 rc sample 0.02¥0.007 0.0330.004  0.0240.003 0.0540.014
rc_um Sample  0.0120.003  0.0130.003  0.01@0.003  0.0240.006
Tonm Sample 0.0120.003  0.01%0.003  0.0120.003  0.0380.006
Rmin=0.00 WFC field 0.0170.003  0.0150.003 0.0120.003  0.0340.006
NGC 5286 rc sample — — — —
rc-um sample — — — —
fonm Sample 0.011#0.003  0.0080.003  0.00#0.003  0.0220.006
Rmin=0.83 WEFC field 0.0020.003  0.00&0.003 0.0060.003 0.01&0.006
NGC 5466 rc sample 0.0740.004  0.0580.003  0.04%0.003  0.1420.008
rc_num Sample  0.0580.008  0.0420.006  0.0290.004  0.11@0.016
Tonm Sample 0.0160.035  0.0220.024  0.0020.010 0.0320.070
Rmin=0.00 WFC field 0.0660.004  0.0550.003 0.0380.003  0.1320.008
NGC 5897 rc sample 0.0590.003  0.0530.003  0.03#0.003 0.1180.006
rc_ym Sample  0.0280.017  0.0120.011  0.0080.008  0.05@0.034
oM Sample — — — —
Rmin=0.00 WEFC field 0.0580.003  0.0420.003 0.0380.003 0.11&0.006
NGC 5904 rc sample — — — —
rc_num Sample  0.0120.003  0.00%£0.003  0.00%0.003  0.0240.006
Tonm Sample 0.0060.009  0.0030.004  0.0050.003 0.0120.018
Rmin=0.67 WFC field 0.0120.003  0.00#£0.003  0.0080.003  0.0220.006
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Table 2.Cont.

g>05 q>0.6 >0.7
ID REGION & > fo foin"

NGC 5927 rc sample 0.0520.009  0.03%#0.007  0.03@0.006  0.1040.018
rc_num Sample  0.0260.003  0.0160.003  0.0140.003  0.0520.006
ronum Sample 0.0060.003 0.006:0.003 0.0040.003 0.0120.006
Rmin=0.00 WEFC field 0.0160.003 0.0120.003 0.0140.003 0.0320.006
NGC 5986 rc sample — — — —
rc-um sample 0.0080.004 0.00320.003 0.00320.003 0.0140.008
Tonm Sample 0.0060.003  0.0030.003  0.00:0.003  0.0120.006
Rmin=0.83 WFC field 0.0060.003  0.0020.003  0.0020.003  0.0120.006
NGC 6093 rc sample — — — —
rc_nm sample — — — —
oM Sample 0.0060.003 0.006:0.003 0.0040.003 0.0120.006
Rmin=0.58 WEFC field 0.0060.003 0.0060.003 0.0040.003 0.0120.006
NGC 6101 rc sample 0.0580.004 0.0430.003 0.03%0.003 0.1080.008
rc-um sample 0.0420.004 0.04@20.003 0.0260.003 0.084.0.008
Tonm Sample 0.0540.007  0.0320.005 0.02:0.003 0.1080.014
Rmin=0.00 WFC field 0.0480.003  0.04:0.003 0.0280.003  0.0960.006
NGC 6121 rc sample 0.0740.007 0.0730.006  0.0520.005 0.1480.014
rc_num Sample  0.0530.005  0.0420.004  0.03@0.003  0.1020.010
ronum Sample — — — —
Rmin=0.00 WFC field 0.0610.004 0.0550.004 0.0320.003 0.1220.008
NGC 6144 rc sample 0.0660.006 0.0590.005 0.0460.004 0.1320.012
rc-um sample 0.0320.005 0.0290.004 0.01%0.003 0.07&0.010
Tonm Sample 0.03@0.007  0.0230.005 0.01@0.004 0.0680.014
Rmin=0.00 WFC field 0.0480.003  0.04@0.003 0.0280.003  0.0960.006
NGC 6171 rc sample 0.0920.011  0.0730.008  0.0520.007 0.18&0.022
rc_num Sample  0.0460.003  0.0380.003  0.02#0.003  0.0920.006
oM Sample — — — —
Rmin=0.00 WEFC field 0.0540.003 0.0420.003 0.0320.003 0.108&0.006
NGC 6205 rc sample 0.0080.003 0.0140.003 0.00#£0.003 0.0140.006
rc-um sample 0.0060.003 0.0040.003 0.0040.003 0.0120.006
Tonm Sample 0.0120.003  0.0060.003  0.0040.003  0.0240.006
Rmin=0.00 WFC field 0.0020.003  0.0080.003 0.0080.003  0.0140.006
NGC 6218 rc sample 0.05¥0.005 0.0460.004 0.0340.004 0.1140.010
rc_num Sample  0.0320.003  0.0280.003  0.0190.003  0.0640.006
oM Sample 0.0110.013 0.00£0.009 0.0040.007 0.0220.026
Rmin=0.00 WEFC field 0.03%0.003 0.03@0.003 0.0230.003 0.0740.006
NGC 6254 rc sample 0.0320.004 0.0320.003 0.0230.003 0.07&0.008
rc-um sample 0.0220.003 0.01#0.003 0.0120.003 0.044.0.006
Tonm Sample 0.02¥0.007  0.0180.005 0.0120.003  0.0540.014
Rmin=0.00 WFC field 0.0290.003  0.0230.003 0.0180.003  0.0580.006
NGC 6341 rc sample — — — —
rc_num Sample  0.010.003  0.00%£0.003  0.00%0.003  0.02@0.006
oM Sample 0.0020.003 0.00£0.003 0.0040.003 0.01&0.006
Rmin=0.42 WEFC field 0.0120.003 0.00&0.003 0.00&0.003 0.0220.006
NGC 6352 rc sample 0.0920.008 0.07&0.007 0.0540.005 0.1840.016
rc-um sample 0.0580.005 0.0410.004 0.0340.003 0.1060.010
onm Sample 0.0320.017  0.0260.014 0.0150.011  0.0780.034
Rmin=0.00 WFC field 0.0620.004  0.0550.003 0.0420.003  0.1380.008
NGC 6362 rc sample 0.0680.004 0.0440.003 0.0340.003 0.12@0.008
rc_num Sample  0.0230.005  0.02@0.004 0.0160.003  0.0420.010
roum Sample 0.0320.037 0.0220.026 0.0430.024 0.0640.074
Rmin=0.00 WEFC field 0.0460.003 0.03%0.003 0.0290.003 0.0920.006
NGC 6366 rc sample 0.0990.007 0.0820.006 0.0640.006 0.1980.014
rc-um sample 0.05%0.015 0.03%0.012 0.0420.012 0.1140.030
Tonm Sample — — — —
Rmin=0.00 WEFC field 0.0920.007 0.0740.006 0.0520.005 0.1840.014
NGC 6388 rc sample — — — —
rc_nm sample — — — —
roum Sample 0.0040.004 0.0060.003 0.00320.003 0.00&0.008
Rmin=0.83 WEFC field 0.0080.004 0.00&0.003 0.00320.003 0.0160.008
NGC 6397 rc sample 0.0380.018 0.03%0.015 0.03%£0.013 0.07@0.036
rc-um sample 0.0120.003 0.0140.003 0.0050.003 0.024.0.006
Tonm Sample 0.0140.026  0.00%0.003  0.0020.003  0.0280.052
Rmin=0.00 WFC field 0.0120.003  0.01:0.003  0.00%0.003  0.0240.006
NGC 6441 rc sample — — — —
rc_nm sample — — — —
onum Sample 0.0120.005 0.00&0.004 0.0060.003 0.02@0.010
Rmin=1.00 WEFC field 0.0180.005 0.00&0.004 0.0060.003 0.02@0.010
NGC 6496 rc sample 0.0820.006 0.07320.005 0.05%0.004 0.178&0.012
rc-um sample 0.07#0.008 0.0530.007 0.03&0.006 0.1540.016
onm Sample 0.0460.024  0.0230.018  0.0150.015 0.0920.048
Rmin=0.00 WFC field 0.0620.005 0.0420.004 0.0330.003  0.1380.010
NGC 6535 rc sample 0.0460.016  0.02#0.012  0.0140.008  0.0920.032
rc_num Sample  0.0260.013  0.0180.009  0.0180.009  0.0520.026
oM Sample 0.0280.010 0.0160.007 0.0120.006 0.0560.020
Rmin=0.00 WEFC field 0.0320.009 0.02%0.006 0.0140.005 0.0660.018
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@05 4>06 g-0.7
ID REGION foin foin foin for

NGC 6541 rc sample — — — —
rc-nv sample  0.0140.003  0.01@0.003  0.0080.003  0.0280.006
ronm Sample 0.0180.003  0.00%0.003  0.00%0.003  0.02@0.006

Rmin=0.42 WEFC field 0.0180.003  0.00#0.003  0.0020.003  0.02@0.006

NGC 6584 rc sample 0.0450.006  0.0450.004  0.0340.003  0.0960.012
rc-um Sample  0.0360.007  0.0250.005  0.02@0.003  0.0720.014
ronm Sample 0.0250.003  0.0160.003  0.0020.003  0.0580.006
Rmin=0.00 WFC field 0.0320.003  0.03@0.003  0.0230.003  0.0780.006

NGC 6624 rc sample — — — —
rc-nv sample  0.0180.004  0.0020.003  0.00%0.003  0.0260.008
fonm Sample 0.0180.005 0.0180.005 0.01@0.004 0.0260.010

Rmin=0.42 WEFC field 0.0110.004 0.0120.003  0.00#0.003  0.0220.008

NGC 6637 rc sample 0.0620.010 0.06&0.007  0.05£0.006  0.1240.020
rc-um Sample  0.0280.004  0.0280.003  0.02@0.003  0.0580.008
ronm Sample 0.0120.003  0.0080.003  0.0050.003  0.026:0.006
Rmin=0.00 WFC field 0.0380.003  0.0240.003  0.01920.003  0.0680.006

NGC 6652 rc sample 0.1720.055  0.09%0.038  0.05920.029  0.3440.110
rc-um sample  0.0520.006  0.0320.004  0.0180.003  0.1040.012
ronm Sample 0.02¥0.006  0.02%0.005 0.0160.004  0.0540.012

Rmin=0.00 WFC field 0.0420.004 0.02#0.003 0.0180.003 0.0840.008
NGC 6656 rc sample 0.0230.003 0.0180.003 0.0130.003 0.0460.006
rc-num sample 0.02680.003 0.0150.003 0.01a0.003 0.04@0.006
ronm Sample — — — —
Rmin=0.00 WFC field 0.0220.003  0.01#0.003  0.0120.003  0.0440.006
NGC 6681 rc sample

rc-um sample  0.0260.005  0.0130.003  0.0060.003  0.0520.010
ronm Sample 0.0080.004  0.01%0.003  0.0180.003 0.0140.008
Rmin=0.10 WEFC field 0.01920.003  0.0120.003  0.0080.003 0.038&0.006

NGC 6723 rc sample 0.0310.004  0.02%0.003  0.0260.003  0.0620.008
rc-um Sample  0.0180.003  0.01%0.003  0.0060.003  0.026:0.006
ronm Sample 0.01¥0.004  0.0080.003  0.008&0.003  0.0340.008

Rmin=0.00 WFC field 0.0220.003  0.01#0.003  0.0130.003  0.0460.006
NGC 6752 rc sample 0.01¥0.016 0.0130.008 0.0060.004  0.0340.032
rc-nv sample  0.0080.003  0.0040.003  0.0020.003  0.0090.006
ronum Sample — — — —
Rmin=0.00 WEFEC field 0.00%0.003  0.0040.003  0.0020.003 0.01@0.006
NGC 6779 rc sample 0.0580.009 0.05@0.006 0.03&0.005 0.1080.018

rc-um Sample  0.0280.003  0.0220.003  0.01£0.003  0.0560.006
ronm Sample 0.0280.003  0.0160.003  0.0120.003  0.0460.006

Rmin=0.00 WFC field 0.0280.003  0.0220.003  0.01#0.003  0.05&0.006
NGC 6809 rc sample 0.0480.003  0.03:0.003  0.0230.003  0.08@0.006
rc-nm sample — — — —
ronm Sample — — —_ —
Rnin=0.00 WFC field 0.04@0.003  0.03:0.003  0.0230.003 0.0880.006
NGC 6838 rc sample 0.1520.017 0.12@0.015 0.08&0.012 0.3040.034

fc-um sample  0.1180.008  0.10€0.007  0.0720.006  0.22@0.016
ronm Sample 0.1040.014  0.0840.012 0.0760.011  0.2080.028
Rmin=0.00 WFC field 0.11¥0.007  0.10%0.006  0.0740.005 0.2340.014

NGC 6934 rc sample — — — —
rc-nv sample  0.0320.003  0.02#0.003  0.01%0.003  0.0640.006
ronm Sample 0.02€0.004 0.0190.003  0.0120.003  0.04@0.008

Rmin=0.42 WEFC field 0.0220.003  0.0230.003  0.0130.003  0.0460.006

NGC 6981 rc sample 0.0420.009  0.05320.006  0.0430.005 0.0980.018
rc-um Sample  0.0330.008  0.0350.006  0.0330.004  0.0620.016
ronm Sample 0.0340.006  0.0280.004  0.0120.003  0.0680.012
Rmin=0.00 WFC field 0.0380.004  0.03#0.003  0.02920.003  0.0760.008

NGC 7078 rc sample — — — —
rc-um sample  0.0180.005  0.0120.003  0.0020.003  0.02@0.010
roum Sample 0.0180.003 0.0140.003 0.00#£0.003 0.0360.006

Rmin=0.83 WFC field 0.01¥0.003 0.0140.003 0.00£0.003 0.0340.006

NGC 7089 rc sample — — — —
rc-um sample  0.0320.006  0.01§0.004  0.0020.003  0.0640.012
ronm Sample 0.0140.003  0.0090.003  0.0050.003  0.0220.006

Rnin=0.83 WFC field 0.0180.003  0.0090.003  0.0050.003  0.026:0.006

NGC 7099 rc sample 0.03%0.015  0.0330.015 0.01@0.003  0.07@0.030
rc-um sample  0.0120.003  0.01@0.003  0.0080.003  0.0240.006
ronm Sample 0.0120.003  0.0020.003  0.00£0.003  0.0260.006

Rmin=0.00 WEFC field 0.0120.003  0.01@0.003  0.0080.003  0.0240.006

PALOMAR 1 rc sample 0.3380.096  0.31%0.092  0.2440.079  0.6660.192
rc-um Sample  0.1380.042  0.1160.037  0.0930.033  0.26@0.084

ronm Sample 0.09%0.031  0.0830.027  0.07@0.023  0.1980.062

Rmin=0.00 WFC field 0.1460.027  0.1360.024  0.1080.021  0.2920.054

PALOMAR 12 rc sample 0.1380.057  0.13@0.045 0.1040.037 0.2680.114
rc-um sample  0.1780.018  0.1440.015 0.1080.013  0.35@0.036
ronm Sample 0.0660.019  0.0580.014  0.0440.012  0.1320.038

Rmin=0.00 WEFC field 0.1370.013  0.1140.011  0.08%#0.009  0.2740.026

TERZAN 7 rc sample 0.18¥0.017  0.1580.013  0.1480.011  0.3740.034
rc-um Sample  0.0840.016  0.0920.013  0.0730.010  0.1680.032
ronm Sample 0.0880.011  0.0750.008  0.05%0.006  0.1760.022
Rmin=0.00 WFC field 0.11¥0.008  0.1040.006  0.0820.005 0.2340.016

TERZAN 8 rc sample 0.0880.011 0.0720.008 0.0580.006 0.1660.022
rc-nm sample — — — —
ronm Sample 0.0590.009 0.04#0.006 0.03#0.005 0.1180.018

Rmin=0.00 WFC field 0.06%0.007 0.0560.005 0.0440.004 0.1340.014
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q Fig. 27.Frequency of binaries divided by two times the fraction

. . . ] _of binaries withg>0.5 expected for the cases of Fisher et al.
E|g. 25. Black pomFs ;how the nor.mghzed fractions of p|na(2005) mass-ratio distribution (upper panel) and from tise d
ries, vpin measured in five mass-ratio intervals as a function gfhytion obtained by randomly extracting secondary sans
q for all the GCs studied in this paper. To compare the fractigikroupa (2002) IMF (bottom panels). Red points with the er-
of binaries in diferent clusters we divided, by two times the oy hars are the mean values of the observed binary frequency
fraction of binaries withg>0.5. For clarity, black points have |, 4lized by two timeff?o's and have been already plotted in

H in
beenrandomly scattered around the corresporgiuadue. Red Fig.[28. The slope of the best-fitting least-squares grajgtt

points with error t?ars are thg means in each mass-ratio BiRes and the reducegf obtained from the comparison of the
while the gray line is the bestfitting line, whose slope ist@uo ,pgered and theoretical distribution are quoted in thedigu
in the inset.

[ Fisher et al. (2005) images studied in this paper. First, they analyzed the ctiter

03 [ 4 tribution of MS stars to directly derive the minimum fractiof
; 1 binary systems required to reproduce the observed CMD mor-
<oz 1 phologies, then they inferred twoftBrent estimates of the total
= f 1 fraction of binaries by assuming the mass-ratio distrdoutib-
tained from random extractions from a de Marchi et al. (2005)

01 e . JEATEn _
i 1 IMF, and from the distribution measured by Fisher et al. 800

ol v v Even if we have shown that the Fisher et al. (2005) distribu-

[~ 1~~~ 1 1~ 1 13 tonisnotconsistent with what found in the present work and

 random extraction 0.47<M,<0.76 M, |  because theimages are the same as in this paper, for a meaning

0.3 Lfrom a Kroupa (2002) IMF . ) . .
: ful comparison with Sollima et al. (2007), in F{g.]28 we com-

_ pare the total fraction of binaries in the core that we olatdin
Casly by assuming the Fisher et al. (2005) distribution (red es¥l
with the values from Sollima et al. (2007). Blue triangles-co
o1r respond to the binary fraction estimated in this paper aBgym
_ 1 aflatqdistribution. For eight out of thirteen GCs, results are in
o o T T o T T os T os -  agreement, at the level of less than thweén the cases of ARP

q 2, NGC 6101, NGC 6723, NGC 6981, and Terzan 7 the frac-

Fig. 26. Upper panel: Mass-ratio distribution derived by Fishertion Of binaries measured in this work is systematically kena
et al. (2005). Lower panel: Mass-ratio distribution simulated tan those found by Sollima and collaborators.
from random extraction from a Kroupa (2002) IMF in the pri-

mary star mass intervals quoted in the inset. 5.4. The binary fraction as a function of primary-star
mass

of binaries detected by Albrow et al. (2001) in NGC 104, anich this Section we investigate the distribution of binangsy

Fisher et al. (1995) are not confirmed by our study. tems as a function of the magnitude. To do this, we calculated
Sollima et al. (2007) have recently measured the fractionthie fraction of binaries over the entire WEXCS field of view

binaries in the core of 13 low-density GCs by using the sanrethe three magnitude intervals, containing all the sirg®
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i v s ‘ - (2;07)‘ ‘ } | Finally, we used isochrones to estimate the average mass of

0.6 |- x This paper (flat distribution) -|  the single stars and the primary component of binary systems
r O This paper (Fisher et al. 1995 distribu m)i 1 intheregion®,, A, andAs. To do this we converted the mean

i | F814W magnitudes of the single stars contained in each of
o4l { _| these regions into masses through the Dotter et al. (iggﬁ’s-ma

luminosity relations. Figurle 33 shows the rdﬁﬁ%?f/fbm as
a function of the average mass estimated above and suggests
that the binary fraction is nearly flat in the analyzed matarin
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- % ¢ ¥ ® L) ;@ o 1 We recall here, that the results presented in this subsectio
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Fig. 28. Comparison of the core binary fractions of 13 GCs 2 [ ]
measured in this paper (red circles) and in Sollima et aD720 |
black circles). In both cases has been assumed the mass-rati L |
distribution from Fisher et al. (2005). Blue triangles icatie L . ; . i
the binary fraction estimated in this work assuming adldis- 15 . . : —

tribution. 3 P :

a>0.5
bin

Sooy 80,00

<
stars and the binary systems with a primary star: [0.75]1.75~
[1.75,2.75], [2.75,3.75], F814W magnitudes below the MSTO =
respectively. In the cases of NGC 6388 and NGC 6441 ngf ] .
used smaller magnitudes intervals of [0.75,1.25], [1.25], gs L. . N |
[1.75,2.25] F814W magnitudes below the MSTO. We divided - : T . g
the CMD regionsA andB defined in Secf]4 and illustrated in 0.5 — ; ; —
Fig.[11 into three subregions (nam&gl A, Ar andBy, B, Br) r . ] 7
as shown in Figi_29 and calculated the fraction of binaries in i
each magnitude interval see E{. 1. i

Results are shown in Figs.130 and] 31 where we plot the \ \ \
fractions of binaries with mass ratgp-0.5 calculated in three 1 2 3
magnitude bins as a function of thefférence between the Am
mean F814W magnitude of the bin and the F814W magnitug%. 32. Fraction of binaries withg>0.5 measured in three
of the MS turn df (Ames14w). Red points indicate the fractiony,hirde intervals (black points) as a functionAshegiaw
of binaries in the full |nterv§1I [0.75:3.75] ([0.75:2.151#[_\IGC for the 59 GCs studied in this work. To compare the fraction
6388 and NGC 6441), while the shadowed area indicates {j§inaries in diferent clusters we have divided the fraction of
error associated to ,th's measure. o binaries in each bin by the valueié’ﬁo'5 measured in the inter-

In general we find no evidence for a significant trend iy petween 0.75 and 3.75 F814W magnitudes below the MS
the fraction of binaries with magnitude (which is a proxy fog,m o, For clarity black points have been randomly scattered
primary mass), as suggested b_ythe r_educ%whlues qb!Oted N around the correspondimgmes1aw value. Red points with er-
Figs.[30 and 31. Montecarlo simulations show that in the ca3§ pars are the average binary fractions in each intervilewh

of a flat distribution the 50% and 99% of objects hﬁ%@/alugs the gray line is the best fitting least-square line whoseeslsp
smaller than 1.1 and 5.5 respectively. Possible exceptm)nsquoted in the inset.
this rule of a flat trend are represented by NGC 5897 and NGC
6652 for which we have estimatgd values higher than 5.5.
And largey® > 5.0 are obtained also for NGC 6144, NGC
6637, and NGC 6723. e

In order to further analyze the general trend of the binar5y5' The radial distribution
fraction with the magnitude for all the GCs studied in thip@a In order to investigate how the fraction of high-mass-réiio
we divided the values dﬁ:o‘s measured in each magnitude bimaries depends on the radial distance, we divided the AGS fiel
by the fraction of binaries witlg>0.5 in the interval between of view into four concentric annuli, and calculated the fiag
0.75 and 3.75 magnitudes below the MS tufh Results are of binaries by following the recipes described in Sects. d an
shown in Fig[ 3R and confirm that the fraction of binaries B.2. We chose the size of the annulus such that the number of
nearly flat in the analyzed magnitude range. stars that populate the CMD regiévis equal in each of them.
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Fig. 29.Dark and light gray areas indicate the CMD regions used tcsareghe fraction of binaries in three magnitude intervals.
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Results are shown in FigE. 134 ahd 35 where we plottedre and in the outer regions, binaries are significantlyemor
f;‘;“ as a function of the explored radial distance for all theentrally concentrated than single MS stars.
GCs studied in this paper. and confirm that, in most of the GCs
where the fraction of binaries has been calculated bothén th In Fig.[38, for the 43 GCs studied in this paper for which
we measured the core binary fraction, we plot the fraction of

binaries withg>0.5 in units of core-binary fraction as a func-
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Fig. 34. Fraction of binaries wittg>0.5 as a function of the radial distance from the clusterarefior 29 GCs. The dotted and
dashed vertical lines mark the core and the half mass raefyectively. Black filled-circles show binary fractiongaur radial
intervals while red open-symbols indicate the binary facfor therc, rc_ym, andropm sample. Horizontal black segments
indicate the radial coverage corresponding to each poiilevabservational errors are plotted as vertical lines dratiswed
areas.

be naive to assume a similar radial distribution of binafigs the same photometric database used in this paper by compar-
all Galactic GCs, it seems clear that the fraction of birgariéng the relative position of the clusters’ MS tufff® using MS
normalized to the core binary fraction is correlated witthiua, fitting to cross-compare clusters within the sample. Tyigca

and that the binary fraction typically decreases by a facofor rors on the relative age measurements are between 2 % and 7
~2 at two core radii with respect to the core binary fractiods. We also used absolute ages from Salaris & Weiss (2002)
The latter behavior was also suggested by Sollima et al./R0@nd De Angeli et al. (2005). Absolute ages are not available
on the basis of their analysis of the radial distribution mfds for 15 GCs, namely: E3, NGC 4147, NGC 4833, NGC 5024,
ries in seven GCs. In the cluster envelope, the binaryifract NGC 5286, NGC 5927, NGC 5986, NGC 6144, NGC 6388,
trend with radius tends to flatten. NGC 6441, NGC 6496, NGC 6541, NGC 7089, PAL 1, and
TERZAN 8.

Metallicity. We performed our analysis with both the metal-
licity scales defined by Zinn & West (1984) and Carretta &
Gratton (1997), which were also used by Marin-Franch et al.
In this section we investigate whether the binary fractoedr-  (2009) to determine relative ages.

related with any of the physical and morphological paransetd3SS FrequencyWe used the counts of BSS derived by Moretti

of their host GCs. In particular, our analysis makes use ef tAt al. (2008) from the WFPC2 photometric catalogs published
following quantities: by Piotto et al. (2002). In particular, we used the normalize
Relative ages.We used the most recent age measures bymber of BSS, whichis the absolute numberof BSSina given
Marin-Franch et al. (2009). Relative ages were obtainech fr region divided by the total luminosity coming from the stars

5.6. Correlation between the binary fraction and the
parent-cluster parameters
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Fig. 35. As in Fig.[32 for the remaining GCs.

the same region (in unit of £Q,). cluster HB morphologies, as discussed in Sect. b.6.3 tEllp
Rate of stellar collisions per year. (e) measurements are not available for six clusters, namely
King, Surdin & Rastorguev (2002) have shown that th8RP2, E3, NGC 288, PALOMAR 12, Terzan 7 and Terzan 8.
rate of stellar collisions per cluster and per yeaTis =
5x 1015(23rc)1/2 where, is the central surface brightness i i
a
units of Lo,y pc=? andrc is the core radius in units of parsecs.
We calculated the probabilityr() that a given star will have
a collision in 1 yr, by dividing the collision rate by the tbta
number of stars in the cluster. This is calculated by assgmin:

Figures[3VE47 show the monovariate correlations. Note
t, in our study of the core population of binaries, we dtl n
include the post-core-collapse (PCC) GCs, because, feethe
objects, the definition of core radius is not reliable (Traggeal.
1993). Specifically, PCC clusters are marked with red csosse
mass-luminosity ratio of 2 and a mean mass for collidingsstaf in these figures but are not used to study the statisticalfsign
icance of the correlations. Figures| 87147 show that theze ar

of 0.4Mg.
We also compared the measured fraction of binaries ertlﬁ significant correlations between the binary fractiordsthe

the encounter frequency adopted by Pooley & Hut (2006) i} uster ellipticity, core and half mass relaxation timentcal
5.2 concentration and metallicity as suggested by the smallegal
the approximation used for virialized system$°r2 whererc

. . : of the Pearson correlation déieient. Some marginal correla-
Is the core radius ane the central stellar density. tion with the central density can not be excluded.

The other parameters involved in this analysis are the ab- In the following we will discuss some of the relevant rela-
solute visual magnitudely, the ellipticity €), the central con- tions between the cluster parameters listed above andabe fr
centration €), the core relaxation timescale,, the half-mass tion of binaries calculated in three radial regions defined i
relaxation timescalenn,, and the logarithm of the central lumi-Sect[4. A noteworthy correlation of the binary fraction ishw
nosity densitypg, and are taken from the Harris (1996) comthe central velocity dispersion<¢0.6). as shown in Fi§.-3[/, B8,
pilation. We also used threeftirent parameters related to thand[39. The central velocity dispersiang come from Meylan
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Fig. 38.As in Fig.[37 for therc_ym sample.

(1989), and are available only for a subsample of the GCs tisaggest that this correlation could be the due to the fadt tha
are studied in the present work. cluster mass and thefeiency of binary destruction have the
same dependence on the cluster density and velocity disper-
sion.

This anticorrelation might extend to open cluster masses. |
The most significant correlation we found is the correlaben fact, Sollima et al. (2010) found a dependence of the fractio
tween the cluster binary fraction and its absolute mageitudf binaries and the cluster mass in a sample of five open clus-
Clusters with fainter absolute luminosity (smaller massyen ters. Sollima et al. (2010) suggests that the binary dissapt
higher binary fractions. This correlation is present inbafiary ~ within the cluster core is the dominant process that detegmi
groups, i. e. for binaries inside the cluster core, for bawar the fraction of binaries in star clusters.
located between the core and the half-mass radius, for bina- Noteworthy, a similar anticorrelation between the fre-
ries outside the half-mass radius, and for binaries with.5 quency of BSSs and the absolute luminosity of the parent clus
(Fig.[40). An anticorrelation between the fraction of biear ter has been found by Piotto et al. (2004), Leigh, Sills, &
and the mass of the host GCs is predicted by theoretical méaigge (2007), and Moretti et al. (2008). Interestingly egh,
els (Sollima 2008, see also Fregeau et al. 2009). Theserauthiag.[41 shows that the fraction of binaries is indeed coteela

5.6.1. fyin versus My, I',, and BSS frequency
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Fig. 40. Upper-left: Fraction of binaries witlg > 0.5 in the core as a function of the absolute visual magnitudbehost GC.
Dashed line is the best fitting straight line whose slope 1ig) iatercept (i) are quoted in the figure together with therfma
correlation cofficient (r). PCC clusters are marked with red crosses and angsed to calculate neither the best-fitting line nor
r. For completeness in thgoper-right panels we show the same plot for the fraction of binaries with0.6, andq > 0.7. Lower
panels: Fraction of binaries witty > 0.5 in therc_pm (1€ft) andropm (right) sample as a function dfly .

with the fraction of BSSs. Sollima et al. (2008) observed amilsir correlation between the BSS specific frequency and the
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fraction of binaries in the core of 13 low-density GalactiC$ sity clusters. In order to verify whether the binary fraotigde-
These authors suggested that the evolution of primordaa-bi pendence on age is limited to low density clusters, in [Eid. 46
ries could be the dominant BSS formation process (see age plot the binary fraction for thec sample as a function
Knigge et al. 2009 and Leigh, Sills & Knigge 2011). Howevenf the age from De Angeli et al. (2005) and the relative age
Davies et al. (2004) provided a simple model showing that tfrem Marin Franch et al. (2009) for clusters with central den
correlation between the BSS frequency and the cluster magg log(og) < 2.75 (same central density limit of Sollima et al.
may be the result of the evolution of the binary fraction dug007 sample). We also note that the youngest low density clus
to encounters. Here, we can only note that, figures. 42 aeds in our sample have a larger binary fraction, but thetfeatt
gammacolN seem to suggest a mild correlation between binatyeast one old GCs (E3) hosts a large binary fraction sugges
fraction and the collisional parameter, while there is mm#i- that more data are needed to confirm any systematic trend.
cant correlation between the BSS frequency and the caibdio
parameter (e. g. Piotto et al. 2004, Davies et al. 2004, Lei

Sills, & Knigge 2007, Moretti et al. 2008). It is clear thakth gh63 HB morphology

connection between binaries and BSSs is far from triviag TIBinarieS have been considered as a possib|e second paramete
interpretation of the correlation of binary fraction withuster of the HB morphology by several authors. In particular, tke e
parameters, and with BSS fraction is beyond the purposesgiénce of a link between field B-type subdwarf (sdB) — which
the present paper. are the counterpart in the field of the extremely hot horizon-
tal branch (EHB) stars in GCs — and binary systems is well-
N B B established, both on observational and theoretical graufd

I large population of binaries has been found among field sdBs
RC SAMPLE (e. g. Napiwotzki et al. 2004 and references therein). Henev
r=0.86

0.2 the formation scenario of EHB stars in GCs may bi@edent.

In fact, several radial-velocity surveys for the measunenoé
the binary fraction among EHB stars have revealed a significa
lack of binary systems (Moni Bidin et al. 2006, 2009).

In order to investigate possible relations between the frac
tion of binaries and the HB shape we used thretedint pa-
rameters:

1) the median color diierence between the HB and the RGB
[A(V — )], measured by Dotter et al. (2010) for 60 GCs using
the same CMDs of this paper;
2) The HB morphology index from Mackey & van den Bergh
(2005);
3) the dfective temperature of the hottest HB stafgg(us),
L | L measured by Recio-Blanco et al. (2008}V — 1), HB index,

1 2 andTer g Measures are available for 56, 55, and 28 GCs stud-

1g(BSS/10¢ L) ied in this paper.
Monovariate relation between the fraction of binaries with

Fig.41. Fraction of binaries witlg > 0.5 as a function of q > 0.5 and these parameters are shown in Fig. 47. We find
the BSS frequency in the core. PCC GCs are marked with rigdl significant relations between the fraction of binaries tre
points. HB parameters, confirming the small or null impact of the bi-
nary population on the HB morphology. Similar results are ob
tained for binaries witlg > 0.6 andqg > 0.7.
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5.6.2. fuin versus age

Figured4# and_45 plot the fraction of binaries with> 0.5

in the core as a function of relative ages by Marin-Franch.et 6. Summary

(2009) and the absolute ages from and from Salaris & Weiss

(2002) and De Angeli et al. (2005) respectively. There is ria this paper we have analyzed the properties of the populati

evident trend between ages and the binary fraction. of MS binaries of a sample of 59 GCs. The main dataset con-
Sollima et al. (2007) compared the fraction of binaries mesists in the ACBNFC images of the Globular Clusters Treasury

sured in the core of thirteen clusters, with the cluster &iges  project (GO10775, Pl Sarajedini) that allowed us to obtain u

Salaris & Weiss (2002) and De Angeli et al. (2005) and fourfdrm and deep photometry for an unprecedented number of

an anticorrelation between age and binary fraction suggestGCs (see Sarajedini et al. 2007 and Anderson et al. 2008 for

age as the dominant parameter that determines the fradtionletails). We have also used AW®-C, WFC3 and WFPC2

binaries in a GC. Our sample of 59 GCs does not confirm sudata from the archive to obtain proper motions when images

correlation. Sollima et al. (2007) sample is limited to loand overlapping the GO10775 data are available. The CMDs have
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Fig. 42. Fraction of binaries witlg > 0.5, > 0.6, andq > 0.7 in therc region (pper panels) and fraction of binaries with
g > 0.5in therc_pu androum regions bottom panels) as a function of the collisional parameté&t). The adopted symbols are
already defined in Fig."40.

been corrected for thefects of diferential reddening and pho-  creasing by a factor of2 from the center to about two core

tometric zero point variations due to small inaccuracietha radii.

PSF model. — We investigated monovariate relations between the fractio
We have measured the fraction of binaries with mass ratio of binaries (in thec, rc_nm, andronyv Sample) and the main

g>0.5 and estimated the total fraction of binaries for MS stars parameters of their host GCs (absolute magnitude, HB mor-

that are between 0.75 and 3.75 magnitudes fainter than the MSphology, age, ellipticity, metallicity, collisional pareeter,

turn of. We have found that: half mass and core relaxation time, central concentration,

central velocity dispersion, and central luminosity dgpsi
We found a significant anticorrelation between the fraction

— in nearly all the GCs the fraction of binaries is significgntl — e e X e
of binaries in a GC and its absolute luminosity (mass).

smaller than in the field, where the binary fraction is larger ) i
than 0.5 (e. g. Duquennoy et al. 1991, Fisher & Marcy~ We found a marginal correlation between the cluster central

1992) with a few relevant exceptions (E3, Palomar 1) where deénsity and the central velocity dispersion. _
the total binary fraction is greater tha.4. — We did not find any significant relation between the binary

— We have obtained the fraction of binaries in five intervals raction and the HB morphological parameters. _
of q (for g>0.5) and found that the mass-ratio distribution™ We confirm a significant correlation between the fraction of
is generally flat binaries and the fraction of BSSs, indicating that the main

— There is no evidence for a significant correlation of the bi- forrr|1a'Fi0n mechanism of BSSs must be related to binary
nary fraction with primary mass of the binary system. evolution.

— We measured the fraction of binaries in the cluster Core’A'Eknowledgements. We wish to warmly tank Ivan R. King withou

the region between the core and the half-mass radius, &ihm most of the results presented in this review would netha
outside the half-mass radius and studied their radiali€listeen possible. We are really gratefull to the referee foretteellent

bution. Binary stars are more centrally concentrated thand huge work shie did. We also thank Andrea Bellini for carefully
single MS stars with the fraction of binaries generally deeading this manuscript, Antonio Sollima for usefull dission, and
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Fig. 43.As in Fig.[42. In this case we used the encounter frequencytaddy Pooley & Hut (2006) in the approximation used
for virialized systems.

rived their masses by using the Dotter et al. (2007) mass-
luminosity relation. In our simulations we assumed the val-
ues offJ 9T =0.05, 0.10, 0.30, and 0.50.
— For each of them, we calculated the mads = g x M; of
the secondary star and obtained the corresponuiggw
magnitude. Its color was derived by the MSRL. For sim-
plicity we assumed a flat mass-ratio distribution.
— Finally, we summed up the F606W and F814W fluxes of
tion. the two components, calculated the corresponding magni-
In this appendix we investigate whether the fraction of bina tudes, added the corresponding photometric error, and re-
ries withg>0.5 that we measured with the procedure described placed the original star in the CMD with this binary system.
in Sect[4 are reliable or ardfacted by any systematic uncer-
tainty due to the method we used. The basic idea of this test

consists of simulating a number of CMDs with a given fractiopg 5 example, in the upper panels of Higl 48 we show the
of binaries, measuring the fraction of binaries in each eMh 5 ificial star CMD made of single stars only (left panel)dan
and comparing the added fraction of binaries with the me&but,o oD where we added a fractioff°=0.10 of binaries
in )

ones. (right panel), for the case of NGC 2298.

Simulation of the CMD. _ Simulation of the differential reddening.
We started by using artificial stars to simulate a CMD ma probe how well the reddening correction works, we
of single stars following the procedure already descried iqnsjdered a simple model. The simulation of théiedential
Sect[4.P. To simulate binary stars to be a(.jded to the sieWlafeqgening stiered by any single star is far from trivial as
CMD we adopted the following procedure: we have poor information on the structure of the interstella
— We selected a fractio Tir?T of single stars equal to the frac-medium between us and each GC. For simplicity, in this

tion of binaries that we want to add to the CMD and dework we assumed that reddening variations are related to the

Edoardo La Gioia for helping us in the images treatment. M.PA.
A., and G. P. are founded by the ministry of science and tdolggaf
the Kingdom of Spain (grant AYA 2010-16717). A. P. M. and A. A.
are also founded by the Istituto de Astrofisica de Canarien{dP3-
94). G. P. and A. P. M. acknowledge partial support by MIURemd
the program PRIN2007 (prot. 20075TP5K9) and by ASI under the
program ASI-INAF J01607/0.

APPENDIX A. Reliability of the measured binary frac-
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Fig. 44. Fraction of binaries witlg> 0.5,0>0.6, andg>0.7 in therc region (pper panels) and fraction of binaries witlg>0.5

in therc_pym andropm regions bottom panels) as a function of the relative age measured by Marin-Fraci. (2009). The
adopted symbols are already defined in Eig. 40.

positions (X, Y) of each stars by the following relations: of Fig.[48 for NGC 2298. We applied to this simulated CMD
the procedure to correct forfeierential reddening described in

AE(B - V) = Cy(cos(X’) + sin(Y’)) Sect[3.1l and obtain the corrected CMD shown in the bottom
where right panel. For each of these binary-enhanced simulated
X = Con(X = Xmax )/ (KXmax — Xnmin), CMD,_We also generated a (_ZMD_made of artificial stars by
Y’ = Con(Y = Ymax )/ (Ymax — Yvin)- following the approach described in Sdct]4.2. In our inivest

Here Xuin.max and Yuinmax are the minimum and the max-gation we did not account for field stars. For each combinatio
imum values of the coordinates X and @; is a free param- 0of the {27 andC, we have simulated 200 CMDs with random
eter that determines the maximum amplitd#{@ — V) varia- Vvalues of theC;.

tion, andC, governs the number of filerential reddening peaks

within the field of view. In this work, we used for each GC the  peasurements of the binary fraction.

value ofC; that ranges from 0.005 to 0.05 to account for thejnally, we used the procedure of Sddt. 4 to measure the frac-
observed reddening variation in all the GCs, while we aabitr tjon of binaries with mass ratig-0.5 defined as:

ily assumed three values @5=3, 5, and 8 to reproduce three,q-05 _ N&,, N3,

different fine-scales of fierential reddening. As an example,bn ~ NGy Nagr

in Fig.[9 we show the map of fiérential reddening added towhereNg,,, and N, are the numbers of stars in the re-

the simulated CMD of NGC 2298 that is obtained by assumi@PnsA andB in the CMD, as defined in Fig. 11 in the binary-
C, = 0.025 andC, = 5. enhanced simulated CMD amdf,; andNZ. the numbers of

Then, we have transformed the valuesAg(B-V) cor- stars in the same regions of the artificial stars CMD.

responding to the position of each stars iMt8ggosw, and Results are shown in Fig, 50 where we plotted thedi
AArg14w and added these absorption variations to the F606kce between the measured and the input fraction of binaries
and the F814W magnitudes. The CMD obtained after wersus the paramet€y for four difference values of the input
added diferential reddening is shown in the bottom left pandlinary fraction. We found that, for input binary fraction@b5,
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Fig. 46.Fraction of binaries witlg> 0.5 in therc sample for low density clusters (Iggf) < 2.75) as a function of the relative
age from Marin-Franch et al. (2009ft panel) an absolute age from Salaris & Weiss (2002) and De Angeli ¢2@05) (ight
panel).

0.10 and 0.30, the averagdigrence are negligible<(0.5%), and 8 ( indicated in Fig_B30 with red circles, gray triangles,
as indicated by the the black lines and the numbers quotedaimd black crosses, respectively) give indeed the samegerera
the inset. In the case of a large binary fracticﬁgan{Tzo.S) the differences. Our comparison between the fraction of binaries
measured fraction of binaries with-0.5 is systematically un- added to the simulated CMD and the measured ones demon-
derestimated by-0.03. Apparently our results do not dependtrate that the fraction of binaries determined in this wemkl

on the value of the paramet€p. Simulations withC, =3, 5,
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Fig. 47.Fraction of binaries witlg> 0.5 as a function of the temperature of the hottest HB staotsom), the HB morphology
index (middle), and the median color filerence between the HB and the RG&].

listed in Table 2 are notffected by any significant systematid.75 and 3.75 F814W magnitudes below the MSTO. Results
errors related to the procedure we adopted. are shown in Fid. 32 where we have plotted the normalized bi-

We have also determined the fraction of binaries in fieary fractions as a function @fmes1aw. The best-fitting gray
mass-ratio intervals by following the approach describred fine is nearly flat, and well reproduces the input magnitude d
Sect[B.1 for real stars. To this aim, we have divided the fglbution.
gion B of the CMD defined in Sedf_11 into five subregions as These tests demonstrate that both the mass-ratio distribu-
illustrated in Fig[ 2R for real stars. The size of each reggon tion determined in Sedi. 3.1 for the 59 GCs studied in thiskwor
chosen in such a way that each of them covers a portion of ff2d shown in Fid. 25 as well as the binary fractions measured i
CMD with almost the same area. The resulting mass-ratio different magnitude intervals in SeCL.15.4 are not biased by sig-
tribution is shown in Fid: 51, where we have plotted the fiatt nificant systematic errors related to the procedure we adopt
of binaries per unit| as a function of the mass ratio. As already
done in the case of real stars, to compare the mass-ratio ﬂ
tribution in simulated CMDs with diierent binary fraction, we
have dividedvw,in by two times the measured fraction of binaAlbrow, M. D., Gillland, R. L., Brown, T. M., Edmonds, P. D.,
ries withg>0.5. The best fitting gray line closely reproduce the Guhathakurta, P., & Sarajedini, A. 2001, ApJ, 559, 1060
flat mass-ratio distribution in input withi,=1. Alcaino, G., Liller, W., Alvarado, F., Kravtsov, V., Ipatpi., Samus,

. . . N., & Smirnov, O. 1998, AJ, 115, 1492
Finally we have measured in the simulated CMDs the fra/ﬁhderson, J. 1997, PhD thesis, Univ. of California, Berkley

tion of binaries withq > 0.5 in three intervals [0'75'1'75]'Anderson, J., &King, I. R. 1999, PASP, 111, 1095

[1.75,2.75], and [2.75,3.75] F814W magnitudes below ﬂh?nderson, J., & King, I. R. 2000, PASP, 112, 1360

MSTO. To do this we used the procedure already describggherson, J., & King, I. R. 2003, PASP, 115, 113

in Sect[5.4 for real stars and we have normalizedféﬁ%s Anderson, J., & King, I. R. 2006, ACS Instrument Science Repo
value measured in each magnitude bin by the fraction of bi- 2006-01 (Baltimore: STScl)

naries withq > 0.5 measured in the whole interval betweeAnderson, J. et al. 2008, AJ, 135, 2055 paper IV

S_
eferences
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ID foin note region reference
E3 0.29:0.09 lower limit within 2 core radius Veronesi et al. (1996)
ARP 2 >0.08 lower limit within core Sollima et al. (2007)
0.329-0.521 all within core Sollima et al. (2007)
NGC 104 (47 Tucanae) 0.10.04 all within half-mass radius Albrow et al. (2001)
>0.05 lower limit outside half-mass radius De Marchi & Paregt995)
~0.02 all outside half-mass radius Anderson (1997)
NGC 288 >0.10 lower limit 1-6 core radius Bolte (1992)
0.10-0.20 all within half-mass radius Bellazzini et al. 2)
0.0ljg:é all outside half-mass radiu Bellazzini et al. (2002)
>0.06 lower limit within core Sollima et al. (2007)
0.116-0.145 all within core Sollima et al. (2007)
NGC 362 0.2%0.06 all within half-mass radius Fischer et al. (1993)
NGC 2808 0.2@0.04 outside half-mass radius Alcaino et al. (1998)
0.04+0.01 all outside half-mass radius Milone et al. (2010)
NGC 3201 <0.10 upper limit outside half-mass radius Cote et al. (2007)
NGC 4590 >0.09 lower limit within core Sollima et al. (2007)
0.142-0.186 all within core Sollima et al. (2007)
NGC 5053 >0.08 lower limit within core Sollima et al. (2007)
0.110-0.125 all within core Sollima et al. (2007)
NGC 5139 { Centauri) <0.05 upper limit outside half-mass radius Elson et al. (3995
NGC 5272 (M3) ‘low’ all outside half-mass radius Gunn & @n (1979)
~0.04 all outside half-mass radius Pryor et al. (1988)
0.14+0.08 all inside half-mass radius Zhao & Bailyn (2005)
0.02:21¢ all outside half-mass radius Zhao & Bailyn (2005)
NGC 5466 >0.08 lower limit within core Sollima et al. (2007)
0.095-0.117 all within core Sollima et al. (2007)
NGC 5897 >0.07 lower limit within core Sollima et al. (2007)
0.132-0.171 all within core Sollima et al. (2007)
NGC 6101 >0.09 lower limit within core Sollima et al. (2007)
0.156-0.210 all within core Sollima et al. (2007)
NGC 6121 (M4) 3537 all inside half-mass radius Cote & Fischer (1996)
~0.02 all outside half-mass radius Richer et al. (2004)
NGC 6341 (M92) o053 lower limit outside half-mass radius Anderson (1997)
NGC 6362 >0.06 lower limit within core Sollima et al. (2007)
0.118-0.127 all within core Sollima et al. (2007)
NGC 6397 <0.07 upper limit within half-mass radius Cool & Bolton (2002
0.05%0.010 all within half-mass radius Davis et al. (2008)
0.012:0.004  all 1.3-2.8 half-mass radii Davis et al. (2008)
NGC 6656 (M22) 327¢ all outside half-mass radius Cote et al. (1996)
NGC 6723 >0.06 lower limit within core Sollima et al. (2007)
0.161-0.218 all within core Sollima et al. (2007)
NGC 6752 0.2#0.12 all within core Rubenstein & Bailyn (1997)
0.03:0.01 lower limit,g>0.5  within core Milone et al. (2010)
0.02:928 all between core and half-mass radius ~ Rubenstein & Bailga71L
0.01+0.01 lower limit,g>0.5  between core and half-mass radius ~ Milone et al. (2010)
NGC 6792 ‘low’ all outside half-mass radius Catelan et 200Q)
NGC 6809 (M55) >0.06 lower limit within core Sollima et al. (2007)
0.096-0.108 all within core Sollima et al. (2007)
NGC 6838 (M71) 0.2228 all within half-mass radius Yan & Mateo (1994)
NGC 6981 >0.10 lower limit within core Sollima et al. (2007)
0.281-0.399 all within core Sollima et al. (2007)
NGC 7078 (M15) ~0.07 all within half-mass radius Gebhardt et al. (1994)
NGC 7099 (M30) <0.05 upper limit outside half-mass radius Alcaino et al 9@
PALOMAR 12 >0.18 lower limit within core Sollima et al. (2007)
0.408-0.506 all within core Sollima et al. (2007)
PALOMAR 13 >0.30:0.04 lower limit inside~18 core radii Clark et al. (2004)
TERZAN 7 >0.21 lower limit within core Sollima et al. (2007)
0.509-0.649 all within core Sollima et al. (2007)

Table 3.Collection of literature binary fraction estimates. Focle&C we listed the measured fraction of binariigg ), specified
if the latter is a lower limit, an upper limit or a measure o tiotal fraction of binaries. We also indicate the spatigloe where

this measure was done and give the reference.

Anderson, J., Piotto, G., King, I. R., Bedin, L. R., & Guhathea, P.
2009, ApJ, 697, L62

Anderson, J., & van der Marel, R. P. 2010, ApJ, 710, 1032

Aparicio, A., Bertelli, G., Chiosi, C., & Garcia-Pelayo, M. 1990,

Bellazzini, M., Fusi Pecci, F., Messineo, M., Monaco, L.,
Rood, R. T., 2002, AJ, 123, 509 bibitem[Bellini &
Bedin(2009)]2009PASP..121.1419B Bellini, A., & Bedin,
L. R. 2009, PASP, 121, 1419

A&A, 240, 262 Bellini, A., Bedin, L. R., Piotto, G., Milone, A. P., Marind\. F., &
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