arxiv:1103.4651v2 [astro-ph.GA] 1 Jun 2011

Astronomy & Astrophysicsnanuscript no. gcspaper © ESO 2011
June 9, 2011

New constraints on the chemical evolution of the solar
neighbourhood and Galactic disc(s)

Improved astrophysical parameters for the Geneva-Copenhag en Survey

L. Casagrande R. Schonrich, M. Asplund, S. Cassigi |. Ramire22, J. Melénde?, T. Bensby, and S. Feltzing

1 Max Planck Institute for Astrophysics, Postfach 1317, 85®arching, Germany

2 INAF-Osservatorio Astronomico di Collurania, via Maggi64100 Teramo, Italy

3 The Observatories of the Carnegie Institution for ScieBt8, Santa Barbara Street, Pasadena, CA 91101, USA

4 Departamento de Astronomia do IAGSP, Universidade de Szo Paulo, Rua do Matao 1226, S3o,Pa608-900, SP, Brasil
5 European Southern Observatory, Alonso de Cordova 310Z¢Mia, Casilla 19001, Santiago 19, Chile

6 Lund Observatory, Box 43, 22100 Lund, Sweden

Received; accepted

ABSTRACT

We present a re-analysis of the Geneva-Copenhagen surki&)) benefits from the infrared flux method to improve the aacy
of the derived stellarféective temperatures and uses the latter to build a consatehimproved metallicity scale. Metallicities are
calibrated on high-resolution spectroscopy and checkathatfour open clusters and a moving group, showing exaatiensistency.
The new temperature and metallicity scales provide a betéach to theoretical isochrones, which are used for a Bagesialysis
of stellar ages. With respect to previous analyses, ous staron average 100 K hotter and @ex more metal rich, which shift the
peak of the metallicity distribution function around thdasovalue. From Stromgren photometry we are able to dexvalfe first
time a proxy for fr/Fe] abundances, which enables us to perform a tentativediiiss of the chemical thin and thick disc. We find
evidence for the latter being composed of an old, mildly lystesmatically alpha-enhanced population that extendsiperssolar
metallicities, in agreement with spectroscopic studias. @vision dfers the largest existing kinematically unbiased sampléef t
solar neighbourhood that contains full information on kiratics, metallicities, and ages and thus provides bettestraints on the
physical processes relevant in the build-up of the Milky Wigsc, enabling a better understanding of the Sun in a Galectitext.

Key words. Stars: abundances — Stars: fundamental parameters =) Samzsprung-Russell and C-M diagrams — Stars: kinematic
and dynamics — Galaxy: disk — (Galaxy:) solar neighborhood

1. Introduction ased samples, many investigations (e.q., Feltzing & Gssbaf

) i 1998] Bensby et al. 2003; Reddy et al. 2006; Bensby/et al.;2007
Late-type dwarf stars are long-lived objects and can berdega [Ramirez et 41, 2007: Soubiran et lal. 2008) make use of sophis
as snapshots of the stellar populations that are formedfat-di ticated kinematic selections to achieve significant numsiodr
ent times and places over the history of our Galaxy. Not ongfempers belonging to fierent subpopulations in their sample.
their kinematics carry residual information on their dyneah gyen though the abundance trends in these studies are better

histories, but their atmospheres retain a fossil record®tdm-  raced thanks to this strategy, a quantitative interpieiatan
position of elements in the interstellar medium at the timé a pe more dificult.

place of their formation. Therefore, F, G, and —to a lesstarex ) ) ) _
K dwarfs have been traditionally used to study various aspsfc Galactic chemo-dynamic studies are now entering a new
realm with current (e.g., RAVE _Steinmetz et al. 2006; SDSS

the chemical evolution of the Milky Way. i .
The region in the Milky Way for which this task can beV€ZiCeLal.2008) and forthcoming (€.g., SkyMapper, ARG

most easily achieved is the solar neighbourhood; startiowp f HERMES, LSST, Gaia) [arge .photometncf spectroscopic and a
pioneering works using spectra or ultraviolet and colour eJOMEtric surveys targeting fiiérent and fainter components of
cess to estimate the metal abundance of stars in a Galagtic d§¢ Galaxy. These tremendous observatiofiaires, however,
text (e.g., Wallerstein 1962; van den Bergh 1962; Eggen et ust be supported by.equ.al investments to minimize thes-:-rror
1962:[Schmidf 1963), this endeavour has continued over it Plague the determination of stellar parameters. The mmo
years with steadily improving spectroscopic and photoimetPOrtant parameter is theffective temperatureTey): its deter-
studies. The latter (e.g., Twarog 1980; Olsen 1983; Strerng mination hfas implications for the derived abundances, W S
1987; Nordstrom et al. 2004; Haywood 2008) comprise Iarc\E/@C? gravities and for the inferred ages, masses, and destan
catalogues, but have to pay for this by being only able tovderiV!@ iSOChrone fitting. If we aim to deconstruct the formatéord
one single parameter for metallicity, and no detailed elemale evolution of the Milky Way in a star-by-star fashion, it isita-
abundances. On the other hand, spectroscopic studiesilare G€Ntal to have full control over all potential sources obesr
limited to small samples of a few hundred or about a thousand The preferred stellaFs; scale has been a long debated issue,
stars at most. While some studies (€.g., Edvardssoniet@®; 19with various scales fliering systematically by 100 K or more.
Favata et al. 1997; Fuhrmann 2008) rely on kinematicallyi-unbrhough this is still true in many areas of the HR diagram, re-
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cent data on solar twins_(Meléndez etlal. 2009; Ramirek et irfm sample clbr sample
2009), new data and analyses of interferometric angulandia Ve o
eters|(Boyajian et al. 2010; Chiavassa et al. 2010) and ingoro of
HST absolute spectrophotometry (Bohlin 2007) have alloiwed &
pin down the source of these discrepancies via the infraved fl§ -sof
method (IRFM). This gives a good base for the zeropoint of tt>
temperature scale of dwarfs and subgiants, which has now
uncertainty of the order of only 20 K (Casagrande etal. 201( _,5}, .
For solar-type stars, the new IRFM scale suppdieotive tem- -100  -50
peratures approximately 100 K hotter than those of Alonsd. et
(1996), which has been thde facto choice in many studies un-
til now. Such a shift on the zeropoint has an immediate cons
guence on the abundances and ages derived for nearbylikelar
stars (see also_Meléndez etlal. 2010b) and therefore fer-int
preting the most basic constraints on Galactic chemicauevo
tion models, namely the metallicity distribution functiand the
age—metallicity relation. The HR diagram constructed gisiar
newly derivedTl ¢t scale matches very well that predicted by ste
lar models for evolved F and G dwarfs (VandenBerg et al. 201 eof
Brasseur et al. 2010), thus avoiding the introduction of aty aof
hoc shifts to theT ¢ Scale as was the case in some previous stu
ies (e.g., Nordstrom et al. 2004).

The purpose of the present work is to carry out a revision g
the astrophysical parameters in the Geneva-CopenhageeySu  -aof
(Nordstrom et all_2004; Holmberg et al. 2007, 2009) with th  -eof ‘ R $ L y
new dfective temperature scale presented_in_Casagrandee  -1s0  -100  -50 0 -150  -100  -50 0
(2010) as a starting point to derive new metallicities anesag v (km/s) v (km/s)
We improve not only on the accuracy, i.e. reduce zeropost sy=jq 1 pjstributions in the velocity planes of the two subsamples
tematics, but also the precision by reducing internal erstém-  yafined in this work.
ming from photometric transformations, resulting in highb-
mogeneous astrophysical parameters. These improveroents t
out to be crucial to provide more stringent observational-coviding kinematics and Galactic orbits for a magnitude-tedi
straints on Galactic chemical evolution theories and hendae and kinematically unbiased sample of 16682 of FG(K) dwarfs
history of the Milky Way. In fact, a knowledge of the metallic brighter thanV ~ 8.3. Some 63000 radial velocity measure-
ity distribution together with Galactic abundance gratsezan ments were used to assemble the catalogue, which, comple-
improve our understanding of the impact and shape of the stglented with Tycho2 proper motions ahfipparcos parallaxes,
lar migration process in the Galactic disc (Schonrich &#0 also provides binarity indication and distances. Becahsesé-
20094.,b). Because models including radial migration réf@x lection of stars into the final catalogue was purely based on
classical tight correlation between age and metalliciiis te- colour and magnitude cuts, the survey provides (apart frbm e
lation becomesféectively an additional constraint independerfects by the photometric selection) a kinematically unéibsen-
from the metallicity distribution. sus of the solar neighbourhood. While we do not have access to

As we will demonstrate, an estimate af/Fe] for most of the original sample selection performed in assembling &ta-c
the stars is also obtained here for the first time from Stri@mg logue, we refer to_Nordstrom etlal. (2004) for a comprehensi
indices. Having an indication off/ Fe] allows for a tentative dis- discussion on the adopted selection criteria and relatra-c
section of the chemical thin and thick disc. These estimates pleteness. Homogeneous Stromgren photometry was used to d
far less accurate than those obtained by high-resoluties-sprive T and [Fg'H] for nearly all stars in the survey. The orig-
troscopy, yet this sample exceeds the largest spectrasstygl- inal cataloguel (Nordstrom etlal, 2004, GCSI) has undergone
ies available so far by more than an order of magnitude asd itiumber of revisions to improve the temperature and meitgllic
not biased by any kinematic selection. calibrations [(Holmberg et &l. 2007, GCSII) and to account fo

The paper is organized as follows. We present the sample and new reduction of thelipparcos parallaxes[(Holmberg et al.
the determination of newfkective temperatures and metallici2009, GCSIII).
ties in Section P. Correspondingly, new ages and massesdort However, recent work has shown that the temperature
stars are derived in Sectibh 3. In Sectidn 4 we use this indernscale adopted in GCSI-lII is too cold_(Casagrande €t al. 12010
tion for studying the metallicity distribution function the solar |veléndez et al. 2010b). This has far-reaching implicatidot-
neighbourhood and briefly discuss a possible signatureef r temperatures imply higher spectroscopic metallisisiad —
Galactic bar. The age—dispersion relation is discusseddti® \when re|ying on stellar isochrones— lower age estimates.

[, while Sectiofi 6 is devoted to a better understanding afite Because we use photometry to derive astrophysical parame-
and its metallicity gradient. We finally present our con®as ters, it is crucial to clean the sample from binaries, vdeiatars

in Sectior(Y. andor less certain measurements. A description of our selectio
leading to stars with the best photometimfro sample) with re-
spect to the remaining onedlfr sample) is givenin Sectién 2.1,
where we also briefly present our implementation of the IRFM
The Geneva-Copenhagen Survey (GCS) is the most compard the new fective temperatures derived for the entire GCS
hensive catalogue of late-type solar neighbourhood spaics, catalogue. Notice that the distinction between the two $esip
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2. Determination of astrophysical parameters
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Fig.2. Panel a) and b)AT¢; (ours minus GCSII) as a function of oligg (upper) and [FeH] (lower) for stars in therfm sample.
Panels c) and d): same as before, but for all remaining GGSistéheclbr sample (see discussion in Section 2.1). Contour levels
are computed on abscissa intervals of 25 K aid28 dex, respectively, to equally represent regions witvefestars. Dashed and
dotted lines indicate the mearfigirence and standard deviation of the entire sample; bettaeysare symmetric and are dominated
by regions with the highest overdensity of stars, the dasimeddotted lines are in some casékset from the local & contour
levels.

based exclusively on the photometric criteria applied dde- scale and our own, which is some 50 K hotter (see below and the
fore does not introduce any apparent kinematic bias[Fig:H§ comparison in Casagrande el al. 2006).
corresponding new metallicity scale and ages are thensiecu

in Sectior 2.2 and]3, respectively.
2.1.1. Reddening

When derivingTe from photometry it is crucial to correct for
reddening, if present. Fortunately, given the solar nedginbood
The dfective temperatures in the GCSI were derived using tfgture of the sample used here, most of the stars arféeoted
Strémgren calibration df Alonso etlal. (1996), which hoerey PY this problem. Reddening estimates derived from Strémgr
lacked a sfiicient number of stars bluer (i.e. hotter) thany) ~ Photometry are known to be generally reliable (in this caise av

0.3 (Tex ~ 6500 K). In GCSII this problem was tackled by deStated precisiomrg(,_y) = 0.009 mag. Holmberg et al. 2007, but
riving a new b —y) vs. Ter calibration, where @ective tempera- S€€ also Karatas & Schuster 2010 for a recent revision)pand

tures for all stars were first obtained using tie-() calibration adopted a procedure similar to GCS for all flams. a reddening
of [di Benedettol(1998) and théhq were re-derived by apply- correction is applied for stars witB(b — y) greater than @1
ing this new b — y) calibration to the full catalogue. However,

the cal_lbratlon ofdi Benedettt)_(19‘98) is defined in Johnls_on 1 In theirfm sample the colour excess has been scaled according to
enforcing a colour transformation from the 2MASS used in intrinsic colour of the star (see Casagrande gt al.|201@) frdich the
GCSII. Because the standards of the Johnson system ar&iall sgjiowing mean reddening relations were computed and usedht
rated in 2MASS, this renders the transformation betweetwtbe cibr sample:E(Br - V+) = 1.32E(b - y), E(Vy — J) = 3.18E(b - y),
systems less precise (Carpenter 2001). In addition, thallieet E(v; —H) = 3.66E(b-y), E(Vr —Ks) = 3.93E(b-y) andRs, = 4.23,
ity effect is largely reduced but not zero even¥hHK), and the Ry, = 3.24,R; = 0.86, Ry = 0.50, R, = 0.30, whereR, = %,
calibration of di Benedetto (1998) does not account for éfis A() is the extinction in a giverr band. For the Stromgren indices
fect. The zeropoint of the_ di Benedetto (1998) temperattaes E(m,) = —0.30E(b — y) andE(c,) = 0.20E(b — y) were adopted from
is roughly intermediate between that of the Alonso et al9@)9 [Crawford & Barn€s/(1970).

2.1. A new effective temperature scale
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7 o1z 5% 99.7% the bolometric flux Fgq(Earth)— and the féective tempera-
= Py g ture of each star. It is well suited to be applied to the Geneva

Copenhagen catalogue directly, avoiding the use of colalit ¢
brations as well as transformations amongijestent photometric

400
systems.
S8 Given its nature, it is crucial to have good photometry in
. all bands for the stars we apply the IRFM to. From the GCSII
= we exclude stars flagged as variable or having multiple com-
5 0 ponents. We retrieve TychoRrVr magnitudes for all targets
< (Hag et all 2000) and additionally cross-check and disdarsld
—200 classified as variable or non-single ipparcos. The faintest

stars might have uncertain photometry in Tycho2, whereas th
brightest can be saturated in 2MASS: when applying the IRFM
we consider only stars with photometric errotg + oy, < 0.10
4500 5000 5500 6000 6500 7000 and “j_" +*h_" +“k_msigcom”< 0.10all having quality flag “A’in

Terr (K) 2MASH. Stars having e < 5000 K emit considerable amount
of flux in the red. The computation of the bolometric flux (and

—400

400 thusTeg) is inaccurate if one uses only Tycho2 and 2MASS pho-
tometry (Casagrande et/ al. 2010) and therefore we exclade st
5055 cooler than this limit. This cut concerns only a minor pa2§3
. stars out of 16682) of the sample in the GCS.
< In our implementation of the IRFM an iterative procedure
o g is adopted to cope with the mildly model-dependent nature of
< the bolometric correction: given an initial estimateTaf;, we
-200 interpolate over a grid of synthetic stellar fluxes at therapp-
ate [FgH] (as determined in Sectidn 2.2) and lpgf each star,
_4060 until convergence il is reached within 1 K.
For all stars, log is determined from the fundamental rela-
-25 -20 -15 -1.0 -05 0.0 0.5 tion
[Fe/H]
Fig. 3. ATt (ours minus spectroscopic values) for the 1498 stars log— = log — + 4log— - log —, (1)
in our calibration sample as function dfy (panel a) and [F&H] % Mo To Lo

(panel b). Contour levels and lines as in Ei. 2.
whereL is the bolometric luminosifijand M is the mass of the
star, obtained by interpolating over isochrones. Noticd th
mag and farther away than 40 pc, otherwise a value of zerob§. (1) mass plays only a secondary role: varying it by 10%
assumed. changes log by 0.04 dex. We used the masses reported in
Thus, only about one quarter of the stars in the GCS cafaCSll as a starting value and the BASTI mass expectation val-
|ogue need to be corrected for reddening, the meman_ y) ues (Cf appendi_x) for a secon_d iteration. Even variatia_ms a
being 002 mag, as one would expect given the nearby natdgFge ast0.5 dex in surface gravity change tfigy obtained via
of the sample (see alo Holmberg €t al. 2007, for a plot of tH&FM by only a few tens of a K (Casagrande et al. 2006, 2010),
colour excess in dierent distance intervals). Note that theet thus having negligible impact. The bolometric luminositys
of colour excess offi; derived via IRFM amounts te 50 K for  computed from¥gq (Earth) using the newipparcos parallaxes
every 001 mag (set Casagrande ef al. 2010, for further detaif¢@n Leeuwen 2007), and an iterative procedure was adopted t
whereas in the case of colour-temperature calibratioresfisst converge in logy using at each step the correspondifigetive
can be directly estimated. temperature and luminosity obtained from the IRFM. Althbug

Although the temperature and metallicity scales are ullthe GCSI a photometric selection was made to cut out giant
changed between GCSII and IlI, we noticed importartiiedi Stars, there is a hand_ful of them left. We e>_<c|_ude those ledbel
ences between the two catalogues. TheSerginces show a cor- S suspected giants in the GCS and restrictitfne sample to
relation with the adoptedE(b — y), reaching several hundred/099 = 3.0. Altogether, we are left with a sample of 6670 stars
K in Ter and almost 1dex in [F&] for stars with the high- that satisfy all of the above criteria on photometric qyalibn-
est colour excesses. This suggests that stars in GCSllIrmvePinarity, and surface gravity. To these we can apply the IRRM
been corrected for reddening and because of this we will O,M,onteCarIo simulation using the measured observatiomatr

use the kinematic data from GCSIII and the stellar pararsetéf s> ov;, “j-", “h ", “k_msigcom” andrre/r) Was used to es-
from GCSIl when making comparisons. timate the random error in the resultingy and #gq(Earth) of

each star, to which the systematic uncertainty arising ftioen
adopted absolute calibration was added (see Casagrande et a
2.1.2. irfmsample 2006/2010).

The IRFM implementation described.in Casagrande et al.qp01
not only improves the accuracy of the zeropoint of the dekive 2 j.e. with best photometric detectibn hiffeeww.ipac.caltech.equ
stellar parameters, but also their precision by employyah®2 2masgeleaseglisky/dogsecl6b.html#phqual

BrVr and 2MASSJHKs photometry to simultaneously recover 2 In this work we takd., = 3.842x 10%%ergs? (Bahcall et all. 2006).
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2.1.3. clbr sample troscopic measurements of [ and thus are strictly referring
- . . to iron abundance. The overall metal content —always iteita
For all remaining stars in the GCSlifective temperatures andby [M/H] in this work— was obtained using the same functional
bolometric fluxes were computed using the colour calibretiotsrms, hut accounting forf/Fe] in the calibration sample. Later
in (b —y), (Br — V1), (Vr - J), (V7 — H) and Uy — Ks) from  j, this section we develop a new estimator for thelement
Casagrande et al. (2010), which extend also below 5000 K. \Wsntent in most of the GCS stars.
only took into consideration photometry witf, < 0.05,0v, < The metallicity calibration adopted in GCSII patches th re
0.05, "j-msigcom’< 0.04, *h.msigcom’< 0.04, *k-msigcom= 1, _ > 0 46) and bluelf— y < 0.30) calibrations derived in the
0.04 (which in the colour-temperature relations imply formascs) with a new calibration containing all possible combina
uncertainties similar to those of the stars analyseq udieg ty of 0—Y), my andc; to third order for 080 < (b—Yy) < 0.46.
IRFM). We computed the averader and 7o (Earth) if more 1 qqe three calibrations are built by linking Stromgredides
than one index was used and appliedaclipping if more than 4 gpectroscopic metallicities gathered from a large numobe
two indices were present. In the latter case, the standatié-de g, gies, gecting the homogeneity of the results. In addition, the
tion was used to estimate the error in the deriVgd Notice that -5 jibration in the B0 < (b —y) < 0.46 range is based on spec-
these calibrations (as any available in literature) do nolude  yyoscopic studies with @er scale broadly consistent with that

an explicitlogg dependence. However, because surface gravitiggyned in the GCSII, i.e. cooler than the one used in thiystu
of dwarfs and subgiants decrease when moving to hO#&@N  jmplving an diset in the zeropoint of the metallicity scale. The

intrinsic dependence on such aterm is likely to be builtth&m 5465tedT,; scale is in fact the main driver in setting the zero-
(see also the discussionlin Casagrandelet al.l2010). Oulreolopoim of the metallicity scale.
temperature calibrations indeed perform extremely welhgl Over the past few years an increasing number of high-

most of the CMD morphology defined by F and G dwarfs andlsqytion and high signal-to-noise spectroscopic ingagons
subgiantsi(VandenBerg etal. 2010). _ . have targeted hundreds of stars in the solar neighbourfidds.
Figure[2 shows the comparison betwe®g derived in  4jjows us to build a large and homogeneous spectroscopic cat
Section[2.1.P and 2.1.3 and those in GCSII. A meafedi giogue, which we use to derive a new metallicity calibration
ence of about 100K appears, and there are trends at the highithis purpose we have taken only three large surveys, yamel
est and lowesT ¢, as well as at the lowest metaII|C|t!e§. Th&/ajenti & Fischer (2005, VO5)|_Sousa ef al. (2008, S08) and
latter trend could arise from the absence of an explicit metganspy et al. (2011 in prep., B11, which includes over 60fssta
licity dependence in d_| Benedetto (199_8) or from the ||”N1F;1t_ in addition to 102 from_Bensby etlal. 2003 and Bensby et al.
of the_ standard functional form us.e.d_ in Ilterature whennigti 2005). Apart from spectroscopically determirgd and [Fe/H],
effective temperatures and metallicities as functionf(y) 5| these surveys provide abundances: Si and Ti in the case
(seel Casagrande ef al. 2010). We note that the IRFM depeggi§/aienti & Fischer [(2005), and Mg, Si, Ca, Ti for the other
only marginally on the assumed metallicity, and we verified f v studies (for the Sousa et al. 2008 sample the abundances
the GCS stars that changing [f§ by +0.2 dex dfectsTer by  are given in the companion paper[of Neves ét al. 2009, NO9).
about 20K at most. The impact can indeed be larger when ofigey are all very consistent, with mearffdrences (all in the
uses colourte; relations that involve optical bands. sense B11-V05 and B11-S08 for 142 and 85 stars in common,
respectively) ofA[Fe/H] = 0.034+ 0.004 (= = 0.050 dex) and
0.047 + 0.005 (@ = 0.046 dex) andA[e/Fe] = 0.06 + 0.01
(o = 0.16 dex) and @1+0.02 (o = 0.20 dex). These dlierences
The uvby photometrill system[(Stromgrén 1963) is well suitedare small and consistent with the scatter; we also made an at-
for the determination of basic stellar atmospheric paramettemptto homogenise all stars on a common scale (B11) bydfittin
through the colour indiced(-y), m = (v—b) — (b—y) and the diferences with respectto B11 as linear or parabolic function
c1 = (U-v)—(v-Dh). Themy index is designed to measureof [Fe/H], logg andTes but this approach only had a minor ef-
the depression owing to metal lines around 4100 Vbgnd), fecton the overall metallicity calibration. A comparisoittwhe
and hence is suitable to infer the metallicity in a varietygtafrs homogenised spectroscopic catalogugwfadottir et al.|(2010)
(e.g., Bessell 2005, and references therein). Ghiedex is de- confirms this conclusion (see below).
signed to evaluate the Balmer discontinuity, which is a ternp ~ Our final sample contains 1522 stars, all having Stromgren
ature indicator for B- and A-type stars and a surface gravigplours, [F¢H] and [a/Fe]. If a star was found in more than one
indicator for late-type stars, though for stars comparabler study, we chose the [[FEl] and [o/Fe] from the one that had
cooler than the Sun it also carries metallicity informat{ery., Ter closest to our estimate. The mealffelience between pho-
Twarog et al. 20020nehag et al. 2009; Meléndez et al. 2010bjometric and spectroscopit is 13+ 95 K. We also applied
Several calibrations exist in the literature that linkdBtgren a 3o clipping to remove the major outliers, and obtained a fi-
colours to astrophysical parameters, following eithepotbécal nal calibration sample of 1498 star§Ter = 14 + 83 K), half
(i.e. based on model atmospheres) or empirical approashes (©f which are in therfm sample. FiglL 13 compares ouffective
Onehag et al. 2009 anflrnadottir et al! 2010 respectively, fortemperatures with those of the three spectroscopic stubiies
recent reviews). systematic fiset between older photometric and spectroscopic
Throughout the paper, we talk of metallicity both in termder (€.9.,.Ramirez & Meléndez 2004) is now clearly removed
of iron abundance [F&l] and overall metal content [kH], if Fhanks to our new IR_’FM implementation. There are no signif-
a clear distinction is not needed. Notice though that Ef. (Bant trends as function offfiective temperature, except for the
and [3) given later in this section are calibrated againstsp Very few stars below- 5000 K where spectroscopic estimates
have the tendency to return hotley than photometric ones (see
4 In the following, we will refer to b—y), m; andc; with the implicit ~ 2/S0 the discussion In Sousa et al. 2008). When plofiing as
understanding that they were dereddened if there was aoyraakcess. function of [Fe’H], the metal-poor stars are on average well re-
In the same manner, absolute magnitudes were correctedlaghea produced despite an increasing scatter. There is a minut ine
necessary. the range-0.5 < [Fe/H] < 0.5 dex, with I contour going from

2.2. A new Strémgren metallicity scale
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[Fe/H]
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Fig. 4. Left panel: [F¢H] versusmy for our 1498 calibrating stars infiiérent —y) ranges represented byfidirent symbols (median
values as indicated in the labels). The size of the symboteases with higher values of. Dotted and continuous lines represent
Eg. (2) at these median values for the 10th and 90th peresnifl thec,; distribution. Central panel: same as left panel, but for
Eq. (3), which applies only to cool stars. Right panel: tletioal [Fe'H] versusm relation when using synthetic colours from the
“MARCS-standard” library and log instead ofc; (see text for discussion).

+50 K to —50 K: this could potentially introduce a mild system-  Fig.[4 shows the sensitivity afy to [Fe/H] for our 1498
atic bias (as well asfiect the width of the metallicity distribu- calibrating stars, in dierent p — y) (basicallyTet) ranges. The
tion function) of the order of0.05 dex throughout this range,asymptotic behaviour towards the most metal-poor starsatsfl
though for a single star this is below the accuracy of oubcali the decreasing sensitivity afy in this regime and it can be well
tion (see below) and spectroscopic measurements are thvesisaepresented by a logarithmic term_(Schuster & Nissen 11989).
not immune from deficiencies. On average there is no significal herefore, rather than including all possible combinatbm-
zeropoint dfset or trend. dices in some high-order polynomial, we started with a sampl

In the literature various approaches have been used fcq?m of the kind log(y) + am; and introduced mixed terms to
calibrate Stromgren photometry to derive metallicities; 2'OW for a change of slope witfb(- y) andcy, where the ra-
ther based on how much the colour indiceg and c; tio betvv_een_ the logarithmic and C.Ub'c ternas,was optlmlze_d
differ from a given standard relation (usually derived fdpY Ireating itas a free parameter in the fitting process. &bis
the Hyades, e.gl, Olsen 1984; Haywdod 2002; van Leauwepunts for the first six terms in the following equation

2009) or using direct combinations of the Stromgren in- [Fe/H] = 3.927 logm) — 14.459m;° — 5.394 (0 - y) log(my)
dices m,c; and o — y). This is the choice made in

most of the recent works (e.g., Schuster & Nissen [1989; +36.069 b - y) my® + 3.537¢; log(my)
Haywood| 2002; Nordstrom etlal. 2004; Ramirez & Meléndez 3 )
2005; Holmberg et al. 2007; Twarog et al. 2007). We adopt the —3.500m; ¢, +11.034 b-y) - 22780 (- )

latter approach, but we are aware that even though our cali- 5
brating sample includes a large number of stars, some region +10684¢, - 6.759¢; — 1.548 @)

of the [F&/H], Ter and logg space are less well sampled thagpere the additional terms that have a linear and quadratic d
others (see also Figl 4). To limit possible biases, we chitckGanqence onb(- y) andc; were introduced after verifying that
our findings against synthetic colours. Despite the iN@CUkay improved the residuals. We also checked that the iforius
cies that might still plague synthetic Stromgren colowS{  ofterms of higher order did not lead to any further gain. Eipma

Meléndez et al. 2010b), in many cases they can be used &t 'ﬁﬁ?applies to stars in the following ranges28< (b-y) < 0.63,
to provide guidance on general tren@nghag et al. 2009). For g o5 < m, < 0.68 and 013 < ¢; < 0.60 with a standard de-

this work, synthetic indices were computed for the full gofd \i5tion of 010 dex. We remark that for stars with [Fée <
f‘MARCS—stand_ardﬂ model spectra (Gustafsson et al. 2008) us-5 Stromgren indicesfiectively lose sensitivity to metallicity.
ing :che zeropoints and filter transmission curves describedyyeg yerified this using an additional sample of 26 metal-poor
Melendez et all (2010D). Note that the purpose of using®Iitt arfs taken from Casagrande et al. (2010)/and Melénddz et a
coloursis for verification only, and they do notenter intooal-  0104). Those stars, all in the rang&3 < [Fe/H] < —2.0, did
ibrations, which remain fully empirical. not show any significant dependence on metalliignd were
therefore not used in the fitting process, which was limitetthe

1498 stars shown in Fifl 4.

5 httpy/marcs.astro.uu.se where standard refers to the chemiwal co
position, i.e. r/Fe] = 0.0 for [Fe/H] > 0.0, a linear increase otf/Fe] 6 This appears not to be the case for very metal-poor giantgeabo
from 0.1 at [FgH] = -0.25 to [o/Fe] = 0.4 at [FgH] = -1.0 and the horizontal branch where in faat, follows [Fe/H] tightly (e.g.
[a/Fe]= 0.4 for [Fe/H] < -1.0. Adén et all 2011, Adén et al. to be submitted).
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osE A ((b—y) > 0.43,i.e.Ter < 5600 K), for those we found an addi-
[ a) e ] tional function of the kind
ook ol [Fe/H] = —0.116¢; — 1.624¢2 + 8.955¢4 (b - y)
= : - B
05 [ P ] +42008 b -Y) — 99596 b - y)? + 64.245 b - y)®
2 ~YU20 ; e ]
.Eg. i R 1 +8.928¢; my + 17.275my — 48.106m¢2
S —10F el ]
=3 i . 1 + 45802 - 8.467, (3)
-1.5 — .o - — which applies to stars with.83 < (b-y) < 0.63,007 < my <
- A 1 0.68 and 016 < c¢; < 0.49 with a standard deviation ofI2 dex
: ] (the samer is obtained considering instead Eg. 2 for equally red
stars, but averaging with this latter form helps to redueezt+
ropoint dfset for cool stars). With respect to the functional form
. used in_Schuster & Nissen (1989), ours has the same standard
I deviation, but performs significantly better for [ < —1.0.
& The right hand panel of Fid.J4 shows predictions using
5] “MARCS-standard” synthetic colours: models capture thénma

trends, especially at highfi,z and diferent surface gravities,
-20 -15 -1.0 =05 0.0 0.5 where the choice of various Iggin the synthetic spectra is ap-
[Fe/Hlspects proximated by the 10 and 90 percentiles of thadistribution

in the data (assuming lower values @fto trace higher log,

which does not hold exactly towards the coolEst, because of

contamination between dwarfs and subgiants). The maint poin

from Fig.[4 is that our adopted functional form is a good rep-

: resentation of the data, even in poorly sampled regionsef th
4500 5000 5500 6000 6500 7000 plot and the trend at super—solar metallicities, where weale

Tert (K) calibration stars, is real.

We applied Eq.[{R) to all stars in the GCS, but for stars red-

e) | der than b —y) > 0.43 we also used Ed.](3) and then took the

+ average of both estimates as our final value. The compareson b

0.10} \ \ + 39, T tween the input spectroscopic metallicities and our phetioim

A[Fe/H]

350
300¢ d) k 0.15F
250 1

200}

# stars
o [Fe/H]

150 1 cally derived values is shown in Fig. 5. Both equations pied
100 ] 0.05¢ good representation of spectroscopic measurements atid) wi
58' j 0.00 their accuracy, we do not introduce any obvious discontynui
20.3-0.2-0.1-0.00.1 0.2 0.3  -2.0 15 1.0 -0.5 00 0.5 Our procedure gives a more homogeneous sample, avoiding the
affe/H] [Fe/H] presence of breaks inftiérent colour ranges, as was the case in
the previous GCSII (see Fif] 6). Uncertainties in the olbedrv
Fig.5. Panel a): spectroscopic versus photometric metalliciti&romgren colours also bear on derived metallicities. @er-a
obtained using the calibration presented in Sedfioh 2.2408 age, the #ect amounts to.04 - 0.05 dex in [M/H] and [Fe'H],
stars. Filled circles are for stars havirg«y) < 0.43, open cir- estimated running a MonteCarlo simulation with observstlo
cles for redder (i.e. cooler) stars. Panel b): same as albowe, €rrors in o —y), my andc; as given ir_Olsen (1983). Errors in
showing residuals (ours minus spectroscopic). Dotteds lare the derived metallicities tend to increase towards the-tdmnel
1o scatter and boxes the median values in non overlapping figd-most indices.
tervals of 02 dex. Panel c): same as in the previous one, but as A comparison with the homogenized spectroscopic sample
a function of T, with boxes computed in non overlapping in-of |/Arnadéttir et al. [(2010) confirms the quality of our calibra
tervals of 100 K. The overall zeropoinffeet isy = —0.003 dex tion with a median (mean) flerence (ours minus Arnadottir)
ando = 0.097 dex. Panel d): distribution of the residuals of ounf 0.002 (Q007) dex and a scatter = 0.13 dex. Note that
calibration against spectroscopy with a Gaussian of widdmd as discussed throughout the text, the overall scatter otaldr
centred aj: overplotted. Panel e): standard deviation associatéuation with respect to the spectroscopic sample is diighe-
to each square computed in panel b) with error bars being b 0.1 dex, though this comparison folds the uncertainties that
standard deviation of the mean. affect spectroscopic estimates. The test on open clusters (see
Section[Z.Z11) suggests that the intrinsic scatter in th&alme
rich regime is actually somewhat lower. Using the recengted
mineduvby solar colours of Meléndez etlal. (2010b), we obtain
[Fe/H], = —0.006 dex, which agrees well with the zeropoint of

While the hottest stars in Figll 4 display a remarkabiQur metallicity calibration.
tight correlation with [FéH], for decreasindl¢; alsoc; corre-
lates well with metallicity (ngrpg et a.al. 2(_)02; Mel'endetza@a 2.2.1. Further test of the [Fe/H] scale
2010b). In fact, dierent metallicity calibrations are often given
for F and GK dwarfs separately (€.g Schuster & Nidsen 11988/ already checked our metallicity scale against the homog-
Nordstrom et al. 2004). While Ed.](2) applies also to coatst enized stellar sample ddrnadéttir et al. [(2010) and the solar
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IEEGE 67% 91% 95% 99.7% stars of Paulson et al. (2003) (who adoffi.a scale rather close

1o 2 3o to our IRFM scale). There are 10 single stars in common and
we find a mean [F&H] = 0.09 + 0.02 dex ¢ = 0.06 dex).
This value is slightly lower than the mean obtained using the
same stars in_Paulson et al. (2003), which amounts tpHFe
0.14 + 0.01 dex ¢~ = 0.04 dex) and nearly coincides with the
mean value derived hy Paulson et al. (2003) using a larger sam
ple of cluster members. We note that for this cluster a typica
metallicity around QL dex is commonly cited in the literature
(e.g./Taylor & Joner 2004; Schuler etlal. 2006).

The Hyades open cluster is known to be underabundant in
helium for its metallicity AY ~ 0.02 see e.g., VandenBerg er al.
2010, and references therein), a feature which would betiemp
ing to associate to the; colour anomaly [(Stromgren etlal.
4500 5000 5500 6000 6500 7000 1982). However, synthetic colours show that variations @f h

Terr (K) lium of this order #ectc; to a negligible extent (Meléndez et al.
2010b). Another possibility is that the anomaly is caused by
variations in other elements. In fact the Hyades anomalydcou
simply be the [F¢H] difference between stars of simil&m,
as the following comparison with the Coma cluster suggests.
For 17 stars in the Coma cluster we took the photometry of
Crawford & Barnels| (1969) and derived [ = —0.08 + 0.02
(o = 0.07 dex) using our calibration, which implies a metallic-
ity difference with respect to Hyades that excellently agrees with
that spectroscopically measured by Boesgaard & Friel (1990
and Friel & Boesgaard (1992).

Another open cluster originally observed by
Crawford & Barnegs [(1970) is NGC752. This cluster

-25 -20 -15 -10 -05 00 0.5 also has relatively low reddening(b — y) = 0.027
[Fe/H] (Anthony-Twarog & Twarog | 2006). Using all dwarfs in
Crawford & Barnes (1970) (within the colour range of our €ali
Fig.6. A[Fe/H] (in the sense ours minus GCSII) as function obration) gives [FgH] = —0.07 + 0.02 dex ¢~ = 0.11 dex), and a
Terr (panel @) and [F&H] (panel b) for stars in thefm sample similar value (0.05+ 0.04 dex,o- = 0.09 dex) when restricting
satisfying the applicability range of our metallicity dafation. the same photometric measurements to the smaller —yet with
Notice the two breaks at 5500 K and 6500 K which corresporttaner membership— sample of Anthony-Twarog & Twarog
to the discontinuities introduced by the three calibragioged in  (2006).
GCSilI for different p - y). Contour levels and lines as in Fig. 2. Finally, using observations of F-type stars in the Pleiades
(which are less féected by activity stemming from the young
. . age of this open cluster) from_Crawford & Perry (1976) and
colours of_ Meléndez et al. (2010b). Here we further testyit badoptingE(B - V) = 0.04 (e.g., van Leeuwtn 2009), we de-
using open plusters an_d a _moving_ group; finally we commefle [Fe/H] = 0.00 + 0.02 dex ¢~ = 0.10). The diference
upon the limit of our calibration for |ntr|nS|_caIIy bnghtars._ with respect to the Hyades again excellently agrees withatha

Hyades and Coma are two nearby, virtually reddening-fregned from the spectroscopic comparison of Boesgaard & Fri
clusters often used to check the metallicity scale (e.g Haylv (1990), after correcting the Pleiades for known non-member
2006), though Holmberg et al. (2007) claim that G@By pho-  (An et al[2007). Our [F&H] also agrees well with recent spec-
tometry of stars belonging to the Hyades cluster is not on th@scopic estimates based oriTa; scale consistent with our
same scale as the rest of the catalogue, possibly becayse Hign (Soderblom et al. 2009). For the last two clusters, we als
were observed at higher air masses from Chile. In the casecfkcked that a typical uncertainty &{(b — y) = 0.01 afects
Hyades, its controversia colour anomaly is also of concern[ge/H] by ~ 0.01 dex.

(i.e. the systematic fference in the, vs. (b —y) diagram be- An additional check on the precision of our metallicity
tween the sequence of unevolved stars in Hyades and the Qlfiibrations comes from the HR1614 moving grolip (Eggen
responding sequence for unevolved Coma and field stars Vigi7g-[Feltzing & Holmbet§ 2000). Chemical tagging via high-
similar 6my; see e.gl, Crawford 1975; Stromgren etal. 1982, fogso|ytion spectroscopy of kinematically selected mesiagr
more details). lows us to clearly identify interlopers amongst the grouprme

We took Strémgren photometry for the Hyades cluster frog < (De Silva et al. 2007). Fig. 7 shows théietiential Fe abun-
Crawford & Perry|(1966)and compared the result of our metalyancea[Fe/H] for a number of candidate members in common
licity calibration with the detailed spectroscopic studylyades patweer De Silva et all (2007) and GCS, using our metallicity

" The extension of the originalvby system to cool and metal-poorcallbraﬂon' The plot is rglatlve to the mean metalll_czltytbé
stars is based on two main sets of standard stars, those of (R680) sample, and thus Iargely independenton the underﬂ]éﬁ_agcz_ile
and Olsen(1993), respectively. The main discrepancy ttwiee two 2d0pted. The comparison agrees remarkably well with figure 2
concerns the; index, stemming from dierences im band (see discus- INiDe Silva et al.|(2007), clearly allowing us to identify sjmus
sion in[Olsen 1995). Our metallicity calibration uses GC8tpmetry,
which is built on the Olsen standards (see Nordstrom|etGfld2and these diferences are of no concern since the original set of obsengti
references therein). For testing in the metal-rich regimsaye do here, defining theuvby system (and therefore adopted also by Olsen) is used.

A[Fe/H]

A[Fe/H]




A[Fe/H]
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account for their rather high [F7&l]. In addition, preferentially
higher metallicities could also stem from these objectgipait-
ing from the inner disc (cf. Sectidd 6), a feature of which vee d

0.6
not find any significant indication, though. Even if not cancl
sive, this seems to suggest that removing stars with anatiesol
0.3k magnitudeMy, brighter than 2 would be a safe choice when us-

-0.3r

-0.6

5000

5500
Tert (K)

6000

ing GCS stars for deriving local constraint on Galactic cloan
evolution.

2.3. The mild sensitivity of Strémgren photometry to the
a-elements

For all 1498 calibrating stars presented in Sedfioh 2.2 we ha
[Fe/H] and [a/Fe] from high-resolution spectroscopy. From this
the overall metal-to—hydrogen ratio [M] can be computed
(e.g.lYietall 2001). Interestingly, when fitting functadforms

of the kind of Eq. [(2) and{3) to [I¥H], the scatter of the re-
sulting calibrations decreases t®® and 010 dex respectively,

thus suggesting (cf. e.d., Yong et al. 2008) that Stromgmen
) ) . ) ) dices carry information on the overall metal content (afrarn
Fig.7. Differential Fe abundances of kinematically selectedfey of the most metal-poor stars in the sample, which indi-
members of HR1614. Filled circles are metal-rich membeigstes diminishing sensitivity to [NMH] because of the intrinsi-
while asterisk (HIP13513), triangle (HIP6762) and diamongly fewer lines).
(H|P258.40) are spurious mem_bers according to the c_hemi- It would be possible to apply our calibrations as a func-
cal tagging performed by De Silva et al. (2007). Open circlgg,, of [Fe/H] and [M/H] and from those derive an estimate of
are the analogous comparison with the group members ¢fyre] '|n practice though, there is some degree of correlition
Feltzing & Holmberg|(2000). the results since the same functional form and indices ad us
over 2 dex in metallicity to estimate typical alpha-enhameants

) _ within ~ 0.5 dex. We experimented withfiiérent combinations
members of the moving group. We determine .the group to ha&?Strbmgren colours and foural = (v—y) — (b — u) to be
amean [F¢H] = 0.28+0.02 dex ¢ = 0.07 dex), in good agree- sensitive to [a/Fe] at a giverTe. Fig.[d shows §/Fe] versus
ment with the spectroscopic value a26 dex in De Silva etal. our indexa; as well as the comparison with synthetic colours
(2007). at a few p — y) values for the sets of alpha-enhanced and -poor

Finally, we comment on the accuracy of our photomemodels available through the MARCS library.

ric metallicities for intl’insica”y bnght stars. The S[lCOpiC In F|g@ a dependence on [He] is Certainly built in given
sample upon which our calibration is built extends to magtés that stars with lower [F&H] have preferentiaily higher levels
only slightly brighter thanMy, ~ 2, which are typical for F of glpha-enhancements. Nevertheless, the comparisorsyrith
dwarfs; however, the GCS contains some hundreds of stals M@ietic colours shows that the trend is real at fixed mettibisi
luminous than this (also compare with Fig] 12). These st@'s &s we already pointed out, Stromgren synthetic coloursate
close to the instability strip and are therefore possibigtami-  immune to deficiencies, and combinations of the adoptedsilte
nated bys Scuti pulsators andr chemically peculiar A= stars gre —py construction— also sensitive to metallicity andasmer
(the latter often being overabundant in Fe and possibly péth grayity. Changing the latter parameter shifts synthetiows to
culiar colours, e.g., Gebran etlal. 2008; Netopil et al. J008r  he right or left with respect to the position shown in Hig. 9,
calibrations include a dependence on thendex (a good sur- which refers to logg = 4.5. However, we checked that the
face gravity indicator for hot stars), so in principle, w@x- shape of the slopes remains dieated by the exact value of
pect them to work for decreasing lggFig.[8 shows a clear trend og g. Limitations in synthetic colours as well as surface grav-
for the brightest stars in the GCS, which tend to be more meta|, dependence could explain why the bulk of calibratingsta
rich than the remaining part of the sample (left panel). Bsea s fitted by models having [F&i] = —0.5 rather than a higher
they are preferentially metal-rich, an age determinatiasell metallicity, which is more representative of the sample #tso
on isochrones also biases _them to even younger valyes_._Thﬁﬁﬁ Fig.[). According to the models, in Figl 9 the sensitjvi
bright stars also stand out in the study of the metallicistréh  to [o/Fe] is more pronounced (i.e. it has a shallower slope) at
bution function (Sectiohl4) and in kinematic (Figl 17). Sampe  cooler dfective temperatures, which are therefore likely to be
trend in this figure (starting arourldy, ~ 3) is expected from petter recovered. Determining [Fe] becomes increasingly dif-
colouyspectral-type cuts in the original GCS sample selectiofigylt for the hottest and most metal-poor stars, as expdmed
because at a given colour metal-poor dwarfs are fainteal®. cause both atomic and molecular lines get weaker in thismegi
Fig.[14). However, at the bright end (in particular frdfiy, ~2) (e g/ Coelho et al. 2005). Yet, even at the bluest coloursiae
the calibration seems to deviate too strongly. Interetinigose seem to show a clearer trend witla/Fe] than models. Aware
stars are preferentially the most distant ones and thus inavegf these warnings, the mild correlation of tiag index with
creasing reddening uncertainties as well as the largest-pag|pha-enhancement seems to work for drawing meaningful con
lax errors, which could misleadingly place intrinsicallyight
stars at fainter absolute magnitudes. Also notice that Iny-sa s 5o other indices have been found to show some dependence on
pling larger distances, where the GCS is not complete angmaiy/Fe] such as e.gm; — (b - y). From our investigation it seems that
intrinsically luminous stars are preferentially foundamd the Stromgren filters such dsandy are barely &ected by §/Fe], whileu
peak of the metallicity distribution function, which coypartly andv are more &ected.
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Fig.8. Panel a): [FgH] distribution when slicing in absolute magnitudily,) 5976 stars (grey circles) that belong to finén

sample and are within the metallicity calibration rangentar levels are computed on abscissa intervals. binfag to equally
represent regions with fewer stars. Panel b) and c)/HFdistribution of the same stars, but plotted as a functibdistance and
parallax error. In all panels, stars wilih,, < 2 are overplotted as black squares (271 in total).
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Fig.9. [a/Fe] versus\{ - Y) — (b — u) for our 1498 calibrating stars. Bluer (redder) coloursdatke hotter (cooler) stars, according
to their b — y), as shown in the top right box. Squares are synthetic celoomputed from MARCS model fluxes at fixee/Fe]
(as available from MARCS library) for selected values lof-(y) = 0.4, 0.5, 0.6 (from left to right) and [F¢H] = 0.00 dex with
[a/Fe] = 0 : 0.4 dex (continuous line) [F&] = —0.25 dex with pr/Fe] = 0 : 0.1 : 0.4 dex (dotted lines), [F&1] = —0.50 dex
with [a/Fe] = 0 : 0.2 : 04 dex (dashed lines), [FEl] = —0.75 dex with p/Fe] = 0 : 0.3 : 04 dex (dot-dashed lines),
[Fe/H] = —1.00 dex with r/Fe] = 0 : 0.4 dex (triple-dot-dashed lines). Stars within 0.01 mag efshlectedl — y) interval are
shown with open circles to highlight the trend. Grey dotiedd are fiducials built for those stars. Lower left panelz®@am of the

(b-y)=04datasetfor2<(v-y)—(b-u)<28.

clusions when one has a statistically large sample of st@es (mally oo = 0.09 dex), though there are a few caveatgHe] for

also Fig11).

For eachif—y) in Fig.[@ we constructed a fiducial using star
of similar Te¢ and derived a value ot/ Fe] according to their
(v—1y) — (b — u) with respect to that of the corresponding fidu
cial. Despite models show a spread with metallicity in Eig.
we did not include any dependence on [Rgin building the
fiducial to avoid any risk of introducing a spurious trend iof i
creasing alpha with decreasing [IF§. The comparison between
the spectroscopic measurements and our photometric ¢éstim
is shown in Fig[ZID. The overall agreement is indeed good (fJ

stars with [F¢H] < —1 is not well recovered (the calibration sat-
yrates, filled squares), as expected from our previous skswu

on metal-poor stars. Also, for thin-disc stangFe] tends to be
slightly underestimatgdverestimated at high#ower metallici-
ies. This reflects the shape of the fiducials used to detiVied]
rom Fig.[9. In fact, Fig[C”IlL shows that out fFe] calibration
does not allow us to recover any gap between thin and thick dis
stars. The shape of the overall narrow trend is thus drivem fr
g1e fiducial, yet within this trend a distinction betweentedp
;ch and -poor stars is possible, though in a statisticadsemly.
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Tk 4 and jp/Fe] Stromgren calibrations.
-2.0 -1.5 -1.0 -0.5 0.0 0.5

[Fe/Hlspec

Fig. 10. Upper panel: spectroscopic versus Stromgegirg] es-
timates for our 1498 calibrating stars. Crosses (circlesktars
having probability> 90 percent of being thin (thick) disc base
on their kinematic (usindJ,V, W velocities from the GCS).
Downward triangles are stars with lower probability or fdriah
kinematic information was not available. Filled squaressiars
having [F¢H] < -1 (independently of their kinematic thithick
membership, if available). Lower panel: same symbols as&bo
showing the dierence spectroscopic minus ours.

tween isochrones and stars with metallicities close toetads
the plotted isochrones. Compared to previous studies,our i
roved dfective temperatures are hotter, and the large system-
atic discrepancies between theoretical isochrones arehgirs
data that plagued e.q., Pont & Eyer (2004) almost entiredy di
appear. As can be seen, only at the lowest metallicities and |
minosities the theoretical main sequence has the tenderfialy t
beneath the stars, i.e., the isochrones are too hot. Hontbeer
discrepancy is considerably reduced from earlier GCS araly
where shifts in the fective temperature of the isochrones have
to be introduced below solar (Nordstrom etial. 2004) or emen
all (Holmberg et all 2007) metalliciti@sOur new temperature
and metallicity scales prove to agree very well with thosthef
oretical isochrones, at least for metallicities highemttadout

A /H] > —0.5, which includes the vast majority of stars in our

This is shown by selecting calibration stars on the righit)(le
of the dotted (dashed) line in Fig.J11, with the same disitimct
right vs. left still being preserved when we use our/Heand
[a/Fe] calibrations, which are represented by upward vs. do g .
ward triangles. Notice that using out/Fe] the dispersion of iartr)l_ple (ff' Flg_l]]Sf). In?ﬁed,_for th(fat?]ake 0{ IE@:tltzj'atrThg]a"I
the photometric [MH] with respect to the spectroscopic meaLy Plas stemming from the wings ofthe metaficity dis

surements is .08 dex, compared t0.00 dex (previous section) Iﬁnctlon W'(Ijl. also pla}ﬁ a rotlﬁ, as we tdlsg:uzs In greater d“g’"
when using [F¢H] only. e appendix, as well as the monotonic decrease (increése) o

; s ars with metallicity in the metal-rich (-poor) tail of timeetal-
In conclusion, the sensitivity of our approach to the alpq%ty distribution function by which the average metaitjcin

elements is real, but mild and works only for [fg > - a given interval can be lower (higher) than the middle valtie o
or slightly higher values. Also, a statistical distinctibatween the interval, This can be clearly seen in the net bias of hatid

alpha-rich and -poor stars is possible, but only within tinect tal | d tal-rich) stars in the t
tional form of our calibration so that other finer structucesid lmgreb nt]te a—por?tr (coo ?r ?rl]: m02re n;]e a-rltc ) stars mtéd)mun(; 0
still be missing. Thus, the values of alpha-enhancementiawe '€t ( ot(_)m_ rtlg )Ipane Odt;]g:n ,tV\I/I' etre Sf?r:S are fg&&
rive are not exact measurements of ffe], but rather a proxy Symmetric intervais around the metatlicity ot the 15oc
of them for SFars of S'm"f?‘r [FH]. For this reason we will re- — Note that in GCSII also the solar isochrone, whichasstructed to
fer to our estimate asFe instead ofd/Fe] throughout the Pa fit the Sun, has to be cooled by005 dex in lodTes, corresponding to
per. Nevertheless, as we show below, when one deals with sg\s oximately 70 K, in agreement with théiet in Fig2.
eral thousands of stars, as is the case in the GCSpléeircan 10 pt the same time, a stronger disagreement for metal-poomain
give important insight into the formation and evolution bt sequence stars —for which their position on the HR diagrasnlistan-
Galactic disc(s). tially age independent— was noticed(by Casagrande ét &i7§2nd it
could have potential implications for studies of multiptel&r popula-
tions (Portinari et al. 2010). The samg; scale adopted here compares
3. New age and mass determinations well with isochrones for nearby, evolved subdwarfs, sutiggshat this
disagreement seems now reduced at least foTdpg> 3.7 (compare
Revising metallicities andfBective temperatures alsfects age with fig. 10 in[VandenBerg et Al. 2010), though further inigations
and mass estimates for the stars. Eig. 12 shows comparisensdoe encouraged.
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Fig. 12. BASTI isochrones for dferent ages at a given metallicity (continuous lines) comg#o stars of similar [MH], where the
difference+0.1 or +£0.2 dex is coded by colours. Larger symbols are for stars wighédni parallax accuracy as labelled in the top
left panel. Only stars in thigfm sample are shown.

As pointed out byl Pont& Eyer| (2004), naive fits toon [M/H], thus requiring an even denser grid of metallicities
isochrones lead to severe biases, e.g. what they name a teth@n the one we use.
nal age bias. This happens because some places on isochroneghe isochrones provide us with a natural grid for calcutatin
are more densely populated than others because of the mtap-probability distribution function for the parametefagiven
ping from mass to coloufisiminosity owing to the initial mass star. Every isochrone point has to be weighed by the volume of
function and to the time scales involved in stellar evolutidust parameter space it has to cover and by the a priori assunsption
looking for the closest match ignores these facts and might &o avoid any factor that could contribute to the particulge a
roneously place too many stars into sparsely populatedmsgi distribution that we find in the sample, we assume a flat age pri
Biases of this kind can be accounted for by taking a Bayesifor 0 — 14 Gyr, i.e. a constant densi(z) of stars over age.

approach as in Pont & Eyer (2004) and Jargensen & Lindegren

), who did a Bayesian age determination on the old GCSI- 1 for 0<7<14Gyr
Il. A detailed discussion can also be found.in Burnett & Byine  A(r) =
(2010). In our sample the errors vary significantly betwearss 0 ese

but they depend only weakly on the derived stellar parammgter N _ )

so that we can neglect this influence on the age distribuien. As different positions of stars in the Hertzsprung-Russell dia-
only used log(er), absolute JohnsoW magnitude and metal- gram imply diferent underlying selection functions that bias the
licity information to estimate the ages and masses of stars.intrinsic age distribution at this place, this approaclo agoids
principle more information could be in the colours, but essemaking further assumptions that could potentially weaken t
tially this is already exploited by the colour-dependeriibza- interpretation of the results. The mass prior is a Salpe#¥ |
tions. Moreover, a direct use of colour information would-im(Salpetet 1955) and we do not set any dependence on age. In
ply relying directly on synthetic colours (with thesby bands the mass interval of interest here (cf. Figl 14), a Salpditf |
being more troublesome than others, see mL is indeed still appropriate, whereas con3|derably largeret
2009;Arnadbéttir et al[ 2010; Melendez et &l. 2010b), which wiainties exist regarding the lower and higher mass rangg, (e.

wanted to avoid. Further, especially Stromgren coloupsedel Bastian et al. 2010). We further tested the extreme case af a fl
IMF, and even this unrealistic assumption has negligiblesot
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Fig.[13 shows the age probability distributions for all star
in the GCS with ages determined from both BASTI and Padova
isochrones and also for all stars with good ages. Througheut
paper, ages are defined to be good-if< 1 Gyr or the rela-
tive uncertainty is better than 25 percent (see also therajipe
While these criteria are arbitrary, they balance a readerdds
termination of absolute ages for young objects with a reaisien
relative determination for older ones. The distributiorosgly
peaks around 2 Gyr, which is caused by the selectitacts on
the sample (see also Nordstrom et al. 2004).

The GCS is in fact limited near the plane of the disc, while
older stars usually have a considerably more extended- verti
cal distribution, which brings their orbits high above tHame
and thereby lowers their presence in this survey. In additio
- the magnitude limits of the catalogue give a larger volume to

12 bright, young stars, and the exclusion of giant and very blue
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Age (Gyr) stars from the sample leads again to a net bias against very

Fig. 13. Normalized age probability distribution for all stars irgoung and especially against old objects. An estimate of the

S b b b

0.0

O rrrrr o=

Wge of the disc can thus not be done directly using the age
the stars in the present sample, but requires modelliag th
star-formation history of the solar neighbourhood, reiugra
considerably older disc( 10.5 Gyr, see e.g., Aumer & Binney
2009;/ Schonrich & Binney 2009a). Also notice that because o
the young ages, our sample is fairly immune to atomfiiudion,
on our results (see the appendix, where we provide details possibly apart for a few of the oldest stars.
the Bayesian scheme adopted for dealing with the obsenadtio  Fig.[14 clearly summarizes all main issues in dating stars.
errors inTeg, Metallicities and absolute magnitudes). Ages are most readily determined for stars in the upper en-
In order to study dferences between feiérent isochrones, velope of Fig[ I, which roughly maps the turff-cegion. At
we used grids of the BASIH (Pietrinferni et all 2004, 2006, low masses, apart from the most metal-poor subdwarfsptelia
2009) and Padoffaisochrones (Bertelli et &l. 2008, 2009). Theages are diicult to derive (grey dots) because the majority of
Padova grid has a logarithmic age spacing @fl0dex, i.e. it these stars are still on the main sequence due to their lfsg li
rises from 23 Myr atr = 1 Gyr to 230 Myr atr = 10 Gyr. times. In addition, somewhat belowM, the GCS starts losing
We queried a total of 56 metallicities from the databasectvhicompleteness, being mostly limited to FG dwarfs. The yoshge
are created by interpolating among the nine available metstars cover a short mass range (cf. blue points in the middle
licities, ranging fromZ = 0.0001 toZ = 0.07. The solar panel of Fig[1B): more massive young stars are in fact keight
isochrone ha¥, = 0.26 andZ, = 0.017 (Grevesse & Sauval and hotter than sample selection limits, apart from a hdmdfu
1998). The helium-to-metallicity enrichment ratio was st bright objects (squares). The reliability of our metatictali-
to beAY/AZ = 2.1, which is consistent with the value inferredoration for those stars was already discussed in SeCifiafl.2.2
from the study of metal-rich local K dwarfs (Casagrande et alhe depletion of stars longward of the kink at1.5 M, pre-
2007). At the lowest metallicities this falls somewhat ghafr Ccisely suggests that at masses higher than this value thelesam
Y = 0.23 (the lower helium abundance in the database, lowigrpartly incomplete (which roughly correspondshty, ~ 2,
than the current preferred estimate from WMABBN, see e.g., Using the mass-luminosity relation of e.g. Henry & McCarthy
Steigman 2010), and for those objects we kept this valug. of 1993; Fang & Yan-Ning 2010). On the contrary, no obvious bi-
For the BASTI isochronesyf, = 0.2734 andZ, = 0.0198 from ases seems to be presentin the ran@eslMM@ < 15.
Grevesse & Noels 1993) we used a denser grid than the pub-
lished one. This grid was specially calculated for this g
to include 20 metallicities aAY/AZ = 1.45 (leading to a pri-
mordial helium abundance in agreement with the cosmolbgi@@iven its complete nature (see Secfibn 2), the GCS is wed i
estimate) in the rangg = 0.0001 to 004, with a time spac- for the study of the metallicity distribution function (MDHn
ing of 100 Myr maximum, making this grid denser (sparser) @te solar neighbourhood (Nordstrom et al. 2004; Holmbérdle
high (lower) ages compared to the logarithmic age spacitiggin 2007). However, this does not mean that the MDF shown here
Padova isochrones. Both sets of isochrones assume saladsccan be directly compared to theoretical expectations. Rer t
abundances (i.e. constant ratio of the single metals witheet same reasons presented above when discussing the ageudistri
to the Sun), which are appropriate because it has been shaiwn, sample selectionfiects enter the results. For a quantitative
that for the range of metallicities covered by the presami\st comparison those selectioffects have to be taken into account
isochrones for enhanced abundances can be reproduced rén theoretical models (cf. Schonrich & Binrey 2009a).
markably well by those for solar scaled mixtureZiis the same We already argued in Sectign 2 that dividing the original
(e.g.,. Chidfi et al.. 1991| Chaboyer etlal. 1992; Salaris & Weissample into two groups does not introduce any bias. Stars wit
1998;/ VandenBerg et al. 2000). We also checked tfferdince the best photometry show lower dispersion, but the averauge p
when using [F¢H] rather than [M'H] in determining ages: the erties are robust and are the same for bothrtineandclbr sam-
overall diterence is fairly small, with a scatter of abous Gyr. ples. This is shown in Fig._15 for [FFel] and [M/H], with the
relevant statistical parameters given in Tdlle 1. A Kolmoge
11 httpy/www.oa-teramo.inaf IBASTI Smirnov test between thefm andclbr samples for [FEH] and
12 httpy/stev.oapd.inaf iy ZVAR /cgi-biryform [M/H] tells that the probability of both samples being drawn

the sample having both BASTI (continuous thick) and Pado
(continuous thin) ages and only for stars in tHfen sample (dot-
ted thick and thin lines) having good ages afg. > 2.

4. The metallicity distribution function
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1.5 2.0
Mass (Mg)

Fig.14. Ages versus masses for stars belonging tarttmesam-
ple. Colours are for stars with well determined ages, goiomf
metal-poor (blue) to -rich (red), while grey dots are for tke
maining stars. Squares are stars brighter thlgh = 2. Inner
panel: same as outer panel, but with a metallicity colouirapd
also for stars with less reliable ages.
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Fig. 15. MDF of the solar neighbourhood in terms of [fr§ (up-

ering only stars fainter thaMy, = 2, dotted line to allclbr
stars (8470 within the colour ranges of the metallicity lmadi

both panels.

from the same distribution is below 1 percent, i.e. not digant.
The reason for this lies in the broader wings of ther sample, clusions to the Kolmogorov-Smirnov statistic are reachsidgi
partly because the lower quality of the latter sample codd lnstead the Wilcoxon Rank-Sum test for comparison. We find

responsible for less reliably determined metallicitieat tbver-

tion are drawn from the same parent population. Identicat cadifferent broadening of the wings.

T

Young stars
Intermediote
Old stars

stars

[Fe/H]

[Fe/H]

.
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Mass (Me)

'
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Fig. 16. Top panel: MDF for stars belonging to tivém sample
divided into diferent age intervals. Stars having agé Gyr are
shown with a continuous line, £ age < 5 Gyr with a dashed

line and age> 5 Gyr with a dot-dashed line. Shaded areas iden-
tify the subgroup of stars in the same age intervals as albowe,
with absolute magnitudes(2); no such bright stars are present

in the old sample. Only stars with well determined ages (see
SectiorB) are used. Bars indicate Poisson errors. Middielpa
[Fe/H] versus stellar mass. Colours have the same meaning as
per panel) and [VH] (lower panel). Continuous line refers toin the top panel, with grey dots now referring to the remainin
stars belonging to thiefm sample (5976 stars within the colourstars having more uncertain ages. Filled squares idernafg s
ranges of the metallicity calibration), dashed line whensid-  with bright absolute magnitudes @). Lower panel: same sym-
bols and colours as in the middle panel, but showing the age—
metallicity relation. Shown for comparison (asterisksg #ne

tion) and dot-dashed when applying the same luminosity €ut gges and metallicities of the halo Globular Clusters stliitie
above. Poisson error bars are shown for a representatieércasyandenBerg et al. 2010 (in the latter case, fiedent zeropoint

on the age scale is possible, also depending on the inpuigghys
adopted in the stellar models employed).

that the MDF for young and old stars look considerabfjetent
populate the wings, arior older ages (see below). When restrict(see below). We note that becausedhr sample contains a few
ing the selection te-0.5 < [Fe/H] < 0.5, theirfmandclbr sam- more cooler stars than thefm sample (see Sectidn 2.1..2), the
ples are in fact drawn from the same distribution to a levétbpe cooler stars being preferentially older and thus with a deva
than 5 percent, under the null hypothesis that the two distri MDF (see below), this could also be partly responsible fer th
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Slicing the MDF into dfferent age intervals shows an interTable 1. Metallicity distribution function
esting feature: young stars have a considerably narrovgéi-di

bution than old stars, though the peak always remains around [Fe/H] [M/H]
the solar value (Figi_16). Notice that because of the selec- dex dex
tion effects on the sample age, an uneven slicing —denser at mean -0.06/-0.07 -0.02/-0.04
young ages— is more appropriate (cf. Figl 13). While the MDF median ~ -0.05/-006 -0.01/-0.02
has been historically used to constrain the gas infall raig. o 0.22/0.25 019/0.21
Lynden-Bell 1975; Tinsley 1980; Matteucci & Francois 1989; FWHM/2 019/0.21 017/0.19

Chiappini et all 1997), the increasing broadening with a@® s Ntes; Statistical peak values of the MDFs of Figl 15 using stars in
gests that old stars are also a relevant ingredient in descri  theirfm andclbr sample. Notice that the MDF is influenced by a
ing the wings of the MDF. A natural explanation is provided |ow-metallicity tail. A Gaussian is not its best descriptidedian

by the radial migration of stars (Sellwood & Binmey 2002). In and FWHM provide dferent —and formally better— estimates.

this picture the solar neighbourhood is not only assemistau f

local stars, following a local age metallicity relation,tkalso

from stars originating from the inner (more metal-rich) and 100
outer (more metal-poor) Galactic disc that have migrated to

BASTI, stars with good ages, [Fe/H]>-0.8, V > -150 km/s

90} T BASTI, stars with good ages, [Fe/H] > -0.5

the present position on filerent timescales (RoSkar etlal. 2008; ~wr----=- BASTI, stars with good ages, no cuts S
e Padova, stars with good ages, [Fe/H]> -0.8, V > -150 (km/s) [/
BASTI, all stars, [Fe/H]>-0.8, V > -150 (km/s) 1

Schonrich & Binney 2009a). Because of the higher density of g |
stars in the inner disc, migration would favour metal-ritérs,
which could compensate the metal-poor tail typical of local 7
chemical evolution, which would explain the rather symiicetr £ 60 |
shape of the MDF we derived. A more quantitative explanatiorf
however, requires modelling of the chemical evolution. 50
The presence of a metal-rich tail in Fig.]16 could be a sig-
nature of the Galactic bar (e.q., Grenon 1999): such a detect

is however very dficult to claim even with the current sample. o0 | "

Indeed, we only detect a conspicuous young metal-rich @epul ;

tion at the brightest magnitudes, where the accuracy of #talm 20 , p p . 0 12
licity calibration could be lower (see the discussion in tRec age (Gyrs)

[2.2). The presence of a bar would rather imply the existefice o o ) )
an old metal-rich population, which we do not detect (but sde9- 17. Velocity dispersions = /o7, + o, + o, as a function of
Minchev & Famaey 2010; Minchev etlal. 2011, for a recent digge. Age probability distribution functions derived fromd®va
cussion on theféect of the bar). Although we do not have acand BASTIl isochrones are used. Dotted black lines arefrors
cess to the sample selection performed in the original asigemfor the black line. In all cases stars willty, < 2 are excluded,
of the GCS, we regard the presence of a bias against old metagir efect being responsible for the bump (green dotted line)
rich stars as unlikely, and we refer to_Nordstrom étlal. @)00around 1 Gyr.
for more details on the completeness of the sample. We also in
vestigated whether the metal-rich stars display any ceosypis S o
feature in theUV velocity plane and did not find any. Notice@round solar metallicity if the recent spectroscopic figdin
though that the fraction of these young metal-rich starshin tOf Johnson & Apps [(2009) are confirmed and photometric
total sample is fairly small and they do not bear considgrahl determinations for those stars are recalibrated accdsding
the overall MDF of Fig[Ib. The peak at nearly solar metallicity of the local MDF at
Apart from the aforementioned bright stars, the metal-ricH! @ges also has implications for understanding seculaf pr
wing of the MDF is not an artefact caused by the sample <g&SSes associated with disc evolution, by investigatihigher
lection on colours (contrary, e.g., lto Kotoneva et al. 2062y &nd whence the Sun is moving (e.g.. Wielenetal. 1996;
cause high-metallicity stars are present throughout thzeen Bland-Hawthorn et al. _2(_)10), and it is also an important tést
mass range (middle panel in FIg.16). Also, on the metal-po@e overall solar metallicity (Asplund etial. 2009).
side there is a clear contribution of (nearly) unevolveddsub
warfs —for which a determination of ages is more uncertairg.;
with a trend in mass mirroring that already observed in lumi-
nosity (cf. Fig[8 and14). Figure[IT shows the velocity dispersisrfor stars in theirfm
The peak of the MDF is only slightly subsolar (mesample as a function of stellar age. Ages are determined usin
dian [F&H] ~ -0.05, [M/H] ~ -0.01), in agreement with the BASTI isochrones, apart from one case where the result of
e.g., Haywood (2001), Taylor & Croxall (2005), Luck & Heijterusing Padova isochrones is shown for comparison. Tterdi
(2006) and| Fuhrmann| (2008), but in contrast with othe&nce between requiring well determined ages (accordinigeto t
studies, which rather favour a peak in the rang@2 to definition of Sectiofi3, black line) or not (cyan line) suggabat
—0.1 dex (e.g.. Wyse & Gilmore 1995; Rocha-Pinto & Maciethe signature of a continuous rise becomes even more promi-
1996; |Allende Prieto etal.| 2004; Nordstrom et al. 2004ent, confirming earlier studies of the GCOS_(Nordstrom 2t al
Holmberg et al.| 2007). In most cases the reason for ti2904; Holmberg et al. 2007). This has to be expected; because
difference stems from th&, scale we use, which supportsof the pronounced overdensity of stars around ages of 2 Gyr
spectroscopic studies that adopt simildlieetive temperatures (cf. Fig.[13), excluding unreliable ages gives less conbami
and results in higher metallicities. As a side remark, weenation to the rarer very young and especially to the older stars
that the MDF determined from M dwarfs (Bonfils et al. 20059However, because velocity dispersion roughly increastsage
Casagrande et al. 2003; Casagrande 2008) is likely to pdakhe power 13 (Spitzer & Schwarzschild 1953), and because

The age—dispersion relation
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ing selection criteria are likely to be responsible for thedtent
ook findings of Quillen & Garnett (2000) who —essentially usihg t
sample of 189 stars studied.in Edvardsson et al. (1993)meldhi
R S T (e N the presence of a plateau in the dispersion over all inteiatesd
i | R 1 QBT B ] ages followed by a quick rise at aboutl0 Gyr.
-1.5 . a) T 5 1y : b)
20 c P ‘ ‘ W ‘ 6. Disc
4 6 10 4 6 8 10
R (kpc) I (kpe) 6.1. Metallicity gradient
0.10 '[WH]' 1 Abundance gradients across the Galactic stellar disc geduin-
R [Fefu] — damental constraints on the chemical evolution of this comp
g ooy e/l it ivamotic swt — 11 1 nentof the Milky Way, and on the physical assumptions adbpte
3 ; A g in chemical evolution models (e.d., Portinari & Chiosi 1999
M 000IR #Th e Chiappini et al. 2001). Despite its local nature, the langeher
(]

_sonl =‘_j‘ ﬂ “'_ of stars in the GCS would suggest that it is possible to us it
il ¢) 1 g estimating the radial metallicity gradient in the Galax &g.,
Nordstrom et al. 2004).

While Galactic radial positiondg,)) are snapshots of stars
at the present time, covering a very limited range in distar{at
most 03 - 0.4 kpc for the GCS), their mean orbital ra&, (left
panels in Figl_IB) allow us to probe larger distances (up awa f
kpc) and thus are better suited for deriving the metalligits-
dient (e.g. Nordstrom et al. 2004; Holmberg €t al. 2007hit@at
radii depend on the adopted Galactic potentl; andV ve-
ool 1 ] locities dfer an alternative and model-independent approach via

2 4 & 8 10 12 2 4 & 8 10 12 the guiding centre radius= %5232) under the assumption of
Age (Gyr) Aot (Bre) a constant circular rotation speed of 220/enfright panels in

Fig.[18).

; . o ; ; Using only stars that belong to tidm sample and are within
e o rbac"he caliraion ange. e exactvalueof e Grecientisinds
belong to the thin disc is represented by colour. Stars watb h oon ewxgﬁ,tggrc% tna?:]iﬁzﬁrotnaftr(t)?r? rl]%vl"oezttarpset?rl]“%slg vlvrgps?hsoev?/
memdbersrgp higher t.zant_?oo/(; arehplo_tted n b!l%cll:. Fmeddd'%ﬁe case of applying neither kinematic ndr metallicity cuats
T%% ksma/lg rzgggz:?i\s/ellye?c;.ywsitﬁrlgi g%hg)g%;n el ): gﬁfnﬁ?ativgt"e" as a kinematic selection to retain only stars with ptoba

. : : ; ity higher than 90 percent of belonging to the thin or thickadi
metallicity gradient ([FeH] and [M/H]) when including starsJ ee e.g. Ramirez etlal. 2007, for more details on this kise-o

-o.1op g . " , WOy, D " i . . o
o.10F + + t + t +

0.05F

0.00F

Gradient (dex/kpc)

-0.05[

of increasingly older ages. Error bars are shown in one rep ction procedure). Cutting the sample to exclude metedic
sentative case. The gradient is computed using the meatalor £ P ' 9 amp . .
ower than about-0.8 dex has a similarféect as the kinematic

radius of stars as baseline. A kinematic cut to exclude Hals s ; ; . ,
(as described in the text) is also adopted for comparisoneIPaseleCt'on' Metal poor (halo) stars having small orbitat{gnid-

d): same panel c), but using the guiding centre radius asibase 'r?ge ?ﬁ?ﬁ':)mr;?;“érte mr;gi(gnrtesponsmle for the strong i
Panel e): metaliicity gradient centred affdrent ages, weighting It appears obvigugs that tékin all stars at their face values
all other stars with a Gaussian of widttb1Gyr and using the PP 9

mean orbital radius as baseline. Panel f): same as panaite) eslngt p(;ovidela rréeaninégful mﬁaSLére ofdtte gradie&in the

; - . . ‘disc. Indeed its value depends on the adopted kinematictal-me
using the g}J|d|ng centre ra@us. _Only stars with well deteed licity cuts, the age inter\?al considered arF])d also whethigitad
ages (Sectiop]3) are used in all instances. ' '

or guiding centre radii are used for the computation (Eig. 18
Difficulties in estimating e.g. the interdependence between age
and kinematic cuts (as stars with increasing asymmetrit dri
of the~ Gyr uncertainty in ages, it is actuallyfficult to distin- are preferentially older) as well as the increasing scatténe

guish between a plateau and a real increase. age—metallicity relation and in the age—dispersion retafur-
When no metallicity nor kinematic cut is applied, a stronther complicate the picture.
rise appears at the oldest ages (blue line). This featurkeity | Fig.[I8 (middle panels) suggests the presence of a moderate

caused by contamination of moderately metal-poor stars tmegative radial gradient, consistent with studies usihgiondi-
might belong to the Galactic halo. This disappears when wstors at various Galactocentric distances such as Cepltdid
ing a very conservative cut at [Ad] > —0.5 dex or a milder regions, B stars, open clusters and planetary nebulae (gege e
one at [F¢H] > —0.8 dex but only considering stars with > Maciel & Costal 2010, and references therein). When restrict
—150kmys. These cuts exclude some tens of stars, consisteng the analysis to dierent age intervals (lower panels) there
with expectations from local disc-to-halo normalizatiohigh, is an indication of a flattening and even a reversal of theigrad
despite large uncertainties, is in the range of a few hursgdredvith increasing age, but we stress once more that the adopted
to-one (e.g. Morrison 1993; Gould etial. 1998; Juric et @0&) kinematic or metallicity cuts féect the results. Such a signa-
Because the isochrones might fail to exactly match metal-pdure comes from older thick (as well as halo) stars (Spagak et
stars (Sectiofi]3), the derived age distribution of low nlietal 2010), while the GCS is mostly limited to the younger objects
ity stars can be biased to older agesffibulties in understand- that are situated in the thin rather than the thick disc.
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As already mentioned in Sectigh 4, thefdient behaviour

for younger and older stars can be understood in terms of e T
dial migration, where the increasing age that is respoasdrla . Pé‘(T'h‘?EE 3 S0%e
broadening of the MDF could also soften the gradient, butemc 030 T e E
data and extended analyses are needed to explore thisiscene 0,20 g ]
6.2. Thin, thick or stirred? e 0.10F 3
Observations of external edge-on galaxies show the prese
of both a thin and thick disc componert (Burstéin 197¢  %%F 3
Dalcanton & Bernstein 2002; Yoachim & Dalcanton 2006). Th 3
Milky Way seems to have a two-component disc as we  ~%'0F E
which was first proposed to fit the vertical density profile de 2

rived from star counts_(Yoshii_1982; Gilmore & Reid 1983) _0'2_01 5 o5 oo o5

Disentangling the nature and origin of these components ' ' [Fe/H]

therefore highly relevant for understanding galaxy foiiorat

While models in which thick and thin discs form sequentiallycig_ 19. [Fe/H] vs. aFe for stars in thérfm sample within the
via a rapid or dissipative collapse of protogalactic clobés metallicity calibration ranges and with kinematic inforiioa to
came disfavoured during the past years (e.g.. Majewski1 893 assign statistical membership to the thin or thick disc yGiers
is not yet clear how the stellar disc can form a thick componegith a membership probability higher than 90 percent arevsho
with time, if this is caused by to internal (scattering, dyrieal (4655 stars in total). A Gaussian noise 0dd@5 dex was added
interaction or radial mixing, e.gl., Schonrich & Binhey 280 on both axes for better displaying all stars.

Loebman et al. 2010) or external (satellite accretion, merg

of gas-rich systems, minor mergers, elg., Abadietal. [2003; ] ]
Brook et al[ 2007 Villalobos & Helri 2008; Scannapieco et afice that Edvardsson etlal. (1993) found a hint that starh wit

2009) mechanisms. highylow orbital radii lie on the lowegupper envelope of the
Though limited to the solar neighbourhood, the GCS cdfi/Fe] vs. [F¢H] plot, consistent with what we see here.
provide important insights into this puzzle, because itsisee- Because of the tight age—metallicity relation in chemical

tially free from kinematic selections. Our metallicitiescreFe ~€Volution models without radial migration (e.g.. Chiapginal.
(Section[ Z:B) provide for the first time a way to investigatie t 1997), older and alpha-richer stars are expected to be more
with a more complete sample. metal-poor. Yet Fid. 20 rather tells the opposite, with thieand
Figure[I® shows all stars with a reliably determined/ffle  @lpha-rich stars also being on average more metal-richttiean
andeFe and for which théJ, V, W velocities are known, so that Population with high rotation velocities (filled diamond3he
the same kinematic probabilistic selection scheme to the timergence of a metal-rich, old thick disc was already ptesen
or thick disc adopted in the previous section can be appli€Bectroscopic sample of Feltzing & Bensby (2008). This appa
(Ramirez et dll 2007). The small scatter and overall shdpe®&tly surprising behaviour is however readily explainethére
the plot simply reflects the fiducial used to derivEe, which IS o strong age—-metallicity dependence, as is the case in ra
squeezes up most of the metal-poor stars and also preventéligsmigration models, and if the lagging metal-rich popioia
from seeing any gap between the thin and the thick discs ($&8nprises —to some extent at least— objects from the insey di
discussion in Section 2.3). Despite these limitations, alitas  Which are more metal-rich thanks to the Galactic metajligra-
tive picture can be drawn. Stars kinematically attributedhie  dient (Schonrich & Binney 2009a).
thick disc populate the upper envelope of the Eig. 19 for subs
lar metallicities, while merging into the thin disc arournules ;
[Fe/H], in agreement with similar findings obtained by studieg' Conclusions
based on high-resolution spectroscopy (€.9.. Reddy le08b;2 Low mass, long lived stars are crucial witnesses of the ctami
Bensby et al. 2007). and dynamical evolution of the Milky Way, but to properly har
Similarly, Fig.[20 shows theFe vs. [F¢H] plane for stars vest this information, we must ensure that we have detemnine
belonging to theérfm sample. Stars are separated by their raheir astrophysical parameters to the highest accuracsiles
tation velocities Y) as depicted in the middle panel showingjiven the observational limitations. The Geneva-Copeahag
V vs. [Fe/H]. Clearly, this is only a rough criterion for the Survey provides the ideal database to achieve this goad: it i
division and this selection is not stringent in targetinggée kinematically unbiased, all its stars have highly homogeise
disc “components”, yet a striking filerence appears. At eachStromgren photometry, from which stellar abundance mfor
metallicity, the stars with high negatié velocities (open cir- tion can be readily derived and merging this catalogue with
cles) have higher averagé-e; the diference is indeed small in Tycho2 and 2MASS provides the multi-band optical and irgdar
terms ofaFe, but statistical significant. This can be expectgzhotometry needed to derivgg via the infrared flux method.
because stars with such a large asymmetric drift shouldgse si  We have carried out a revision of the GCS not only bene-
nificantly older than the remaining population (becausehef tfiting from the latest developments in setting the zeropoint
asymmetric drift—dispersion and the age—dispersioniogig), the dfective temperature scale, but also improving upon the ho-
which is confirmed by their age distribution in the lower fighmogeneity of the stellar parameters for all stars in the $amp
panel, which is indeed far older. Our analysis thus cleanly-c In comparison to previous GCS calibrations, offeetive tem-
firms a similar result drawn by Haywaod (2008) from a smallgreratures are hotter; at the same time the improved method-
spectroscopic sample. Comparison with [Eig. 18 also shows thlogy often reduces the intrinsic uncertainty per star ttodwe
correspondence between our identification based on ro&dtiol00 K. This leads to a much better agreement between stars and
velocities and the orbital radii of stars. It is interestitogno- isochrones in the HR diagram, which allows us to directlynaer
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Fig. 20. Panel a)uFe for stars in thérfm sample haviny/| sg = V + Vi, > 20 knys (filled diamonds) ox —40 kny's (open circles).
Only [Fe/H] > —0.73 dex were selected to avoid a metal-poor tail in stars wethative velocities (the cut in [[7&l] was selected

to be the same as the lower-most value encountered in stairsghd sr > 20 kmy's, but its exact choice is anyway irrelevant
for the discussion). A few stars with clear halo kinematierevalso excluded. Lowgmpper continuous line connects the mean
aFe in diterent [FgH] intervals for filled diamond®pen circles. Error bars (slightlyfiset in abscissa for clearer comparison) are
the standard deviation of the mean in each/HHebin. Panel b)V sr as function of metallicity for all stars in sampiem with
kinematic information. Filled diamonds and open circlesnathe previous panel. Panel c) and d): normalized metsllemd age
distributions for the two previous group of stars havinggr > 20 knys (continuous line) ok —40 kmy's (dashed line). The value
Ve = 12.24 kmy/s was adopted (Schonrich etlal. 2010).

ages via a Bayesian approach. Because we did not make use oHaving this at hand, we revised and complemented the

metallicity—dependenttemperature shifts to reconcdelisones largest existing sample of F and G dwarf stars in the solaymei

with data, the risk of introducing an artificial age—metitli re- bourhood that is kinematically unbiased and gives inforomat

lationship is reduced. Since the adoptdteetive temperature on ages, the abundance plane, and kinematics. A preliminary

scale has immediate consequences on abundances, we regaditysis of this dataset supports a scenario with a straeg-in

brated Stromgren indices versus stellar metalliciti®sgia sam- play among those three characters: the metallicity distio

ple of nearly 1500 stars with high-resolution spectroscapun- function shows increasing broadening at older ages, stigges

dances derived adoptifigg consistent with ours. We thus warning that its wings could mostly comprise stars born at vagiou

that when comparing our results with other studies, it sthald Galactocentric radii and migrated at the current positier dif-

ways be kept in mind that fierences in metallicities could sim-ferent timescales. This scenario could also account foratiial

ply reflect the diferentTe; scales adopted. As a consequencgradient getting flatter for older ages, though this deteads yet

the mean metallicity of previous GCS analyses is increaged bncertain partly because of the short distance baselineredv

~ 0.1 dex, now peaking at [¥H] ~ —0.01 dex and thus mak- by the GCS, and partly because of théidilties in disentan-

ing the Sun a completely average star given its metallicge( gling metallicities, ages, and kinematic selection in theple.

also Asplund et al. 2009). It is intriguing to note that in feest A more robust and striking feature comes instead from the

the higher metallicity of the Sun compared to local dwarfs walivision of stars in the rotation velocity plane, which anean

used in support of radial migration (el.g. Wielen et al. 1986) to have diferent patterns in the abundance plane and in ages, a

analysis suggests that the Sun is not atypical, at leasttalime feature which is unexpected in classical chemical evatutiod-

ity. Instead, we derive other atypical properties for disecs to els, but seen in spectroscopic studies and naturally exqalai

explain which, radial migration could be a relevant ingeedi  if stellar radial migrations is taken into account. Desphat

o ) ) our data show clear support for the radial migration scenari

For the first time we are able to derive/[Fe] estimates from many diferent processes enter the picture of galaxy formation

Stromgren photometry (namedre for the sake of clarity). The and evolution; future larger surveys will thus be invaleats

method becomes more unreliable for increasingly hottezabj further constrain the interplay of various scenarios. Témilts

and also for metal-poor stars (roughly belew dex), but fo- presented here are thus an example of the importance ofchavin

cusing on disc stars gives a reasonable guidance orefiiteve  at the same time kinematic, metallicity, and age infornmatio

alpha enhancements for the whole sample. The ability tohreagcover the past of our Galaxy.

this tentative distinction enabled us to bring the metitjlical-
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Appendix A: Bayesian age determination

Itis crucial to correct the estimated metallicities forteys-
atic biases. In the wings of the MDF more stars are scattared o
from the more densely populated central regions, so thagthe
is a net bias to be expected in the metallicities in the wings
of the distribution, e.g. stars on the high-metallicity gsihave
on average overestimated metallicities, while stars onldfte
wing of the MDF are expected to have an increased fraction of
metallicity underestimates. Because of these shifts,\een#se
of the measured metallicities would introduce an age urstiere
mate on the high-metallicity side and an age overestimathen
low-metallicity wing, which would give rise to an artificiage—
metallicity correlation. This bias can be reduced and inbbst
case removed by an appropriate metallicity prior that refléee
underlying “real” metallicity distribution. It might be tepting
to use the metallicity distribution itself as metallicityigr in an
iterative process. However, this is intrinsically unselilecause
stars would assemble in peaks, growing by attraction of more
objects. So we took an analytical function that approximéte
sample distribution:

f(IM/H]) =
387.8m([M /H]) for [M/H] > 0.04
387.0m([M /H])cor([M/H]) + 0.8 for [M/H] < 0.04
with

m( ) = expl - L2047

2-012
cor([M/H]) = 1 + 0.3(e"20IM/HI+026) _ -6.0y

On the right hand side we simply choose a Gaussian term as
prior. On the left hand side this is considerably flattened by

For the éfective temperatures we assume a Gaussian er@fding the “correction” term. This function has to be muiég

which is derived for each star as described in Sedtion 2.

mth the Gaussian error term in metallicity. Mainly its rila

or[Z.1.3 for theirfm andclbr sample, respectively. Things getélope decides about shifts in the adopted probabilityidistion

slightly more complicated for the magnitude errors. The ma

metallicity. So with the correction term that flattens thistri-

nitude is estimated from the photometric measurementstand ution at low metallicities we can hope to reproduce theaictu
parallax of these stars, while the latter measurement cetefpl data sdficiently well.

dominates the error. So, assuming a Gaussian distributitirei

parallax, we can write
~(p-po)?

e 203

Po(plpo, op) = (A.1)

wherepy is the best estimate for the parallax, the adopted
parallax error. Converting to magnitude space we thus have

Pv(p(V)Vo, 07p) = Pp(V(P)IVo, op) & =
) (A.2)
= k10P2AV exp(— o) )

2
207

Altogether the probability distributions in each paramete
a star are gained by running over the isochrone points. Tdie pr
ability distribution in one parametey is gained by

P(x) = kp Xis0(Xi — Xiis)A(Tis) | MF (Minjis)
‘Py(VislV, p)G(l0g(Ter) — 109(Teris). o1)
-F([M/H];s)G(IM /H] = [M /H]is, omHy)

“OmisOrisdm/Hyis »

where the sum runs over all isochrone poistsG((y — o), oy)
is a Gaussian function with— yg in the counter of the exponent
and with dispersiorry, minjs is the initial mass of the star on

whereAV = V -V is the diference between the magnituden isochrone pointA is the age priordm, d. anddp ) denote
V and the best parallax-based estimate for the magnide the dfective volume covered by an isochrone point, i.e. half the
opr = 0p/ Po is the relative parallax error arkds some normal- distances to its neighbours in initial mass, age andHMand
ization constant. For small relative parallax errors trestment subscriptis denotes the values of the isochrone point. From the
does not imply any significant changes, because the error disprobability distribution the maximum likelihood, mediaxpec-

bution approaches a Gaussian. Howeverdgr > 0.1, theV

tation and 5, 16, 84, 95 percent values of the age are defited.

magnitude distribution becomes increasingly skewed, umxa erroro for any given age is defined as halfférence of the 84
the lower parallaxes produce an extended tail towards taighminus 16 percent value and the relative uncertainty as tiee ra
magnitudes (see also Casagrande et al.|2007, for an anedyticof o- over expectation age. Throughout the paper, BASTI expec-

timate of the bias in case of low parallax errors).

tation ages and masses are used in the analysis if not oigerwi
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some technicalities used in GCSII, it isfittult to explain all
trends that arise in the comparison. Some of the breakst(e.g.
depletion of stars around 5 Gyr) could arise because isoelsro
in GCSII were shifted to agree with the data. Similarly, wéce
that stars in GCSII with undetermined lower confidence Emit
are preferentially assigned young ages, which are redplerfer
some of the horizontal stripes seen in the upper panel ofER).

Ages—Flat IMF (Gyr)
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Fig.A.1. Comparison between ages derived assuming the
Salpeter vs. flat IMF. Red dots are stars belonging toittfme

sample.
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Fig.A.2. Comparison between our revised ages on those in
GCsSiII for the full catalogueAAge is in the sense ours minus
GCSII. Contour levels in the lower panel same as in[Big. 2.

specified. In all instances a Salpeter IMF was used, anditbete
of this choice orP(x;) is minimal. Fig[A.1 shows the fierence
in BASTI expectation ages when a flat IMF is used instead.

A comparison between our BASTI expectation ages and
those derived in GCSII is shown in Fig. /A.2. Age determinasio
are subject to many subtleties: because we do not have aocess
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