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ABSTRACT

We use high-resolution hydrodynamical simulations to stigmte the spatial correlation be-
tween weak g < 10 cm~2) Lya absorbers and gas-rich galaxies in the local uni-
verse. We confirm that ley absorbers are preferentially expected near gas—rich igalax
and that the degree of correlation increases with the coldemsity of the absorber. The
real-space galaxy auto—correlation is stronger than th&secorrelation (correlation lengths
T0,g9 = 3.1 £ 0.1Mpch~! andrg ., = 1.4 + 0.1 Mpc h !, respectively), in contrast with
the recent results of (Ryan-Weber 2006, RWO06), and the aateelation of absorbers is very
weak. These results are robust to the presence of strongtigalénds in the hydrodynamical
simulations. In redshift—-space a further mismatch ariseesat small separations the distor-
tion pattern of the simulated galaxy-absorber cross-tatiom function is different from the
one measured by RW06. However, when sampling the interialaedium along a limited
number of lines—of—sight, as in the real data, uncertaintighe cross correlation estimates
are large enough to account for these discrepancies. Olysansuggests that the statistical
significance of difference between the cross—correlatimheaito—correlation signal in current
datasets is- 1-0 only.

Key words: intergalactic medium, quasars: absorption lines, gasastatistics, large-scale
structure of universe

ded in the filamentary cosmic web that traces faithfully, estst
on large scales, the underlying dark matter density field &foe-

Understanding the interplay between galaxies and thegaler- view see Meiksin/ (2007)). At lower redshifts, the situatistikely
tic medium (IGM) is a fundamental cosmological problem. @20 to be more complicated (e.g. Daveé et al. (2003)): the noeali

side the IGM acts as reservoir of gas that cools down in thempot  evolution of cosmic structures changes the simple pictboyeal-

tial wells of dark matter haloes and forms galaxies and stzmghe lowing Ly« absorbers to populate a variety of environments from
other side the IGM is a sink that records, over a large fraaifcthe the large scale structure to galaxy groups and underdegsmse
cosmic time, the crucial thermal and chemo-dynamical mse®  (e.g./Le Brun et al.l (1996); Penton et al. (2002); Rosenbead e
related to galaxy formation. Significant progress has beadenin (2003);| Lanzetta et all (1996); Bowen et al. (2002); McLimkt
the last few years thanks to high-resolution spectrosatgifrom  (2002);| Grogin & Geller|(1998); Coté etlal. (2005); Putnedral.
quasar (QSO) lines—of-sight and imaging of QSO fields that ha (2006)). Furthermore, because of the atmospheric absarpti

been performed by several groups. The properties ofdd metal of UV-photons, the low redshift lyabsorbers can be studied
absorption lines in the high redshift universe have beeissero  only from space based observatories (Weymann/etal. [(1998);
correlated with those of the galaxies (e.g. Adelberger/dRaDn5); Tripp etal. (2002)) on a limited number of lines—of-sightkna

Nestor et al. [(2007); Bouché et al. (2007); Schayeletal0¥0 ing the results potentially affected by cosmic variance/ansimall
Churchill et al. (2007)) to shed light on the physical statehe number statistics. The cross—correlation function bemwes red-
IGM around them and possibly on the still poorly understosebf shift galaxies and Ly absorbers is the cleanest statistic for quanti-
back mechanisms. Among all the possible elements in vaitos  fying the relation between the two populations and has been i
ization stages hydrogen is the most abundant and thus has bee vestigated recently both observationally and using sondrday
widely studied by the scientific community. The analysishef sta- dynamical simulations._(Chen et al. (2005); Ryan-Weber €200
tistical properties of Ly lines and of the transmitted flux shows |Wilman et al. ((2007)), with somewhat contradictory findings
that the neutral hydrogen in the high—redshift universenibed-
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RWO06 using the HI Parkes All Sky Survey (HIPASS) data set
(Meyer (200B); Wong, O. I. et al. (2006)) has found a puzzlieg
sult: the galaxy—absorber cross—correlation signal anger than
the galaxy auto—correlation on scales 140" Mpc. Earlier stud-
ies, based, however, on a limited sample of 16 lipes-of-sight,
showed the opposite trend (Morris & Jannuzi (2006)). The BWO
result is not well reproduced either observationally orotied-
cally by|Wilman et al. |(2007) who relied on a different data se
(Morris & Jannuzi (2006)) and considered a single hydrodyina
cal simulation. The results of Chen ei al. (2005) seem to beemo
consistent with the findings of Wilman et al. (2007). Howevtis
worth stressing that while the RW06 galaxy sample includes |
redshift objects the other two have been obtained from nagmi
limited catalogs at higher redshifts.

In this paper we compute the auto and cross—correlation func
tions of more than 6000 Ly absorbers ovexr. 1000 independent
lines—of-sight and- 5000 mock galaxies extracted from the= 0
outputs of three different high-resolution hydrodynarhginula-
tions of aACDM universe in order to better investigate the issues
above.

In Section[2 we present the numerical experiments and de-
scribe the samples of simulated galaxies and labsorbers. The
details of the auto and cross-correlation analyses areidedadn
Sectior 8. The correlation analysis of the mock sampleslakgss
and absorbers is performed in real-space (Setlion 4) astifed
space (Sectioh] 5). The results are then summarized andsdestu
in Sections[ b and]7.

2 HYDRODYNAMICAL SIMULATIONS AND MOCK
SAMPLES

We use a set of three hydrodynamical simulations run with
GADGET-2 and its new fastest versiocBRADGET-3 a parallel tree
Smoothed Particle Hydrodynamics (SPH) code that is baségeon
conservative ‘entropy—formulation’ of SPH (Springel & Heguist
2002;| Springel 2005). The simulations cover a cosmologio&l
ume (with periodic boundary conditions) filled with an eqonam-

ber of dark matter and gas particles. Radiative cooling aadiihg
processes are followed for a primordial mix of hydrogen aad h
lium following the implementation of Katz, Weinberg & Hemng:
(1996). We assume a mean Ultra Violet Background (UVB) pro-
duced by quasars and galaxies as given by Haardt & Madau,1996
with the heating rates multiplied by a fact®s3 in order to better

fit observational constraints on the temperature evoludfdhe In-
tergalactic Medium (IGM) at high redshift. Multiplying theating
rates by this factor (chosen empirically) results in a largd/l tem-
perature at the mean density which cannot be reached byahe st
dard hydrodynamical code but aims at mimicking, at leastphex
nomenological way, the non-equilibrium ionization effeeround
reionization (see for example Bolton et al. (2007)). The &a
mation criterion for one of the simulations (No Winds — NW)we
simply converts all gas particles whose temperature falig10°

K and whose density contrast is larger than 1000 into (¢oilisss)
star particles, while for other two simulations with stragajactic
winds (Strong Winds — SW and Extreme Strong Winds — ESW) a
multiphase star formation criterion is used.

The implementation of galactic winds is described in
Springel & Hernquist (2003) but we summarize here the main fe
tures. Basically, the wind mass-loss ratgy is assumed to be pro-
portional to the star formation rate, and the wind carriesxedfi

fractiony of the supernova (SN) energy. Gas particles are stochas-
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Simulations
Run oy (km/s) x 17 Sw Ly (kpc)
NW - - - - -
SW 484 1 2 0.1 20
ESW 484 2 4 0.025 60

Table 1. Main parameters of the simulations. NW (No Winds) uses the
quick option for the star formation criterion that conveststhe gas par-
ticles below10° K and abovel = 1000 into stars. SW (Strong Winds) and
ESW (Extremely Strong Winds) models use the default mudisehstar for-
mation criterion. The density,, = d. p, denotes the threshold density
for the decoupling of the hydrodynamic force, ahgd indicates the wind
free travel length.

tically selected and become part of a blowing wind, then ey
decoupled from the hydrodynamics for a given period of timiilo
they reach a given overdensity threshold (in unitegf which is
the overdensity threshold for star formation) in order fe&tfvely
travel to less dense regions. Thus, four parameters fulgigpthe
wind model: the wind efficiency, the wind energy fractiory, the
wind free travel lengtly,, and the wind free travel density facty.
The first two parameters determine the wind veloeiy through
the following equations:

Mw - 'UM*: (1)

and
(2

from which one can compute the maximum allowed time of the
decouplingtgec = lw/vw. The parametek,, has been introduced
in order to prevent a gas particle from getting trapped ihtogo-
tential well of the virialized halo and in order to effectiyescape
from the Inter Stellar Medium (ISM), reach the low densityMG
and pollute it with metals. We used similar values to thos¢ lilave
been adopted by recent studies (e.g. Nagaminelet. al.| (ROGT)
found that the outcome of the simulation is relatively irggve
to the choice of this parameter. We note that this wind imglem
tation is different from the momentum—driven implemerdatof
Oppenheimer & Davé (2006), which seems to better fit stesisif
CIV absorption in the high—redshift universe.

Throughouth indicates the Hubble constant at the present
epoch, Hy in units of 100 kms™* Mpc™'. The cosmological
model corresponds to a ‘fiducialCDM Universe withQ,, =
0.26, Qx = 0.74, Q, = 0.0463, ns = 0.95, Hyp = 72 km
s™! Mpc™! andos = 0.85 (the B2 series of Viel et all (2004)).
These parameters provide a good fit to the statistical ptiegesf
transmitted Ly flux atz > 2. We use2 x 400% dark matter and
gas particles in a volume of sif® h~* Mpc box and the simula-
tions are evolved down te = 0. The gravitational softening is set
to 5 A~ ! kpc in comoving units for all the particles. The mass per
gas particle is about.3 x 107 M, which is a factor~ 5 better than
that of  Wilman et al.|(2007).

These three simulations offer us the opportunity to ingesé
the galaxy—IGM interplay at = 0 taking into account the role of
different amount of feedback in the form of galactic windsl dime
role of two different criteria of star formation. Note thatndar in-
vestigations using the same hydrodynamical code and fiogues
the properties of neutral hydrogen around Damped lsystems

1. .
§vafu = xesn My,

(© 0000 RAS, MNRASD0O, 000—-000



The relation between Lyman-absorbers and gas—rich galaxies in the local univers&

have been performed by Nagamine et.lal. (2007). In Figlre 1 we

present a qualitative view of the neutral hydrogen overidigis a
slice of thickness 6 comoving Mpe~* for the ESW run. We note
a clear tendency for neutral hydrogen to avoid hot enviranse
where the neutral fraction is lower. The HI distribution iretNW
and SW simulations it is almost identical on the scale of tog, p
and therefore are not shown here. Differences can only bitespo
on scales smaller than 0.5 comoving Mpc'in which compact
knots of neutral hydrogen are seen in the ESW that are no¢pres
in the NW simulation, since the simplified star formatiortemion
of this latter converts cold gas into collisionless stars. WM| ad-
dress the differences between the simulations in a quavtiway
in the following sections.

2.1 Mock galaxies

In the simulation we assume a one—to—one correspondengedret
gas-rich galaxies and their dark matter halo hosts. We ebtra
los using a friend—of—friend algorithm with a linking lehgivhich

is 0.2 times the mean interparticle separation and considlr
identified haloes in the mass ranffex 10'°, 1035 Mg h™1).
The lower limit is set (conservatively) by the numericalalesion
while the upper limit avoids including large halos assaiatvith
groups and clusters, rather than single galaxies. Howexehave
checked that including the few halos larger than®® M, does
not affect the results presented in this work. The geometean
mass of the haloes is 2.46 x 10*! Mg h™*!, to be compared with
a mean mas$0'' Mg h™! associated to dark matter halos host-
ing HIPASS galaxies (RWO06, Mo etlal. (2005)). The space dgnsi
of these mock galaxies (0.0023 per cubic Mpc' comoving) is
similar to that of HIPASS galaxies in the volume limited saenp
of Mever et al.|(2007) [MO7]4 0.003 per cubic Mpch~1). This
sample contains all galaxies within 30 Mpc* and HI mass above
10%9% My h~2, corresponding to a halo mass-of10'! Mg h ™1,
as inferred from the Mo et all (2005) model, i.e. similar ta ou

Mock Galaxy Samples

Sample  Nai  Mmin MMax  (Mpm)  (Mpa:)  Wind
GNw 4980 8.0 3160 24.6 4.7 NW
HG 2480 19 3160 53.4 10.9 NW
LG 2500 8.0 19 11.4 2.0 NwW
Gsw 4980 8.6 3128 25.6 2.1 SwW
Ggsw 4980 8.6 3100 25.4 1.9 ESW

Table 2. Mock Galaxy Samples. Column 1: Sample name. Column 2: Num-
ber of mock galaxies. Column 3. Minimum dark halo mass. ColdnMax-
imum dark halo mass. Column 5. Geometric mean dark halo rG@adsmn

6. Geometric mean baryonic mass. Column 7. Wind Model. Absea are

in 101° Mg A~ units.

2.2 Mock Lya absorbers

The computational box was pierced with 999 straight lineming
parallel to the three Cartesian axes. Three sets of 333 mpek L
absorption spectra along each axis were simulated and zaugly
both in real and redshift—-space, to measure the positioracii e
Lya line and the column density of the associated HI absorber.
In this work we only consider weak by absorbers with column
densities in the rang&2.41 < log(Nu1/cm™?) < 14.81 to match
the characteristics of the RW06 sample.

The total number of absorbers increases slightly in presenc
of winds, while their average column density decreaseshasrs
in Table 3. However, the differences are small, especiatyben
the SW and ESW experiments. The density ofiLgbsorbers along
the line—of-sight in the NW simulation( 10~% km™"s) is larger
than in the RWO06 sample(4 x 10~* km™'s).

To investigate the significance of this mismatch we have com-
puted the number of Ly absorbers in our mock spectra, per unit
redshift and column density in each of the three simulatims
compared it with that measuredlby Penton et al. (2004) in flae&
Telescope Imaging Spectrograph (STIS) QSO spectra. Théises

lower mass cut off. As we shall see in Sectidn 4 the spatial two are shown in figi2. The solid, red curve refers to the NW simula

point correlation function of these mock galaxies matciesg of
the HIPASS objects, hence fulfilling the main requiremenbof
analysis.

tion. The short—dashed green and the dot-dashed blue cepes
sent the Ly lines in the SW and ESW runs, respectively. The dis-
tribution of the absorbers is robust to the presence of galainds.

The mock galaxies extracted from the three simulations are When compared to the STIS datalof Penton et al. (2004) (long—

hosted in the same dark matter haloes that, however, ha¥fes di
ent baryon (gas+star) content. The baryon mass in the mdak-ga
ies is affected by galactic winds and star formation proegsthe

dashed black curve) we note that the number of absorberkfmed
by the simulation is larger than the observed ones over nidkeo
Nyur range sampled by RWO06 (indicated by the two vertical dotted

mean baryonic mass measured in the NW, SW and ESW simula-lines). The difference between models and data, howevergls

tions is respectively..7, 2.1 and 1.9 x 10'° Mg A, thus in-
dicating that galactic winds are quite effective in blowingryons
out of dark halos. The star formation mechanism also playsea r
the mean stellar mass 8f0 x 10 Mg h~' in the NW simula-
tion decreases .6 and 0.5 x 10*° Mg A~ in the SW and ESW
experiments that adopt the multiphase criterion.

To better investigate the dependence of the spatial ctioela

within observational errors 6f 1 dex forlog(Nmr/cm™2) < 14.5
(Penton et al.| (2004)). Since we expect that similar obsieral
errors for RW06 absorbers, we conclude that there is nofgignt
difference in the number density of mock and RWO&GLines.

To investigate the dependence of the clustering propesties
the absorber column density we have set a column densitstbic
N = 10324 em~2which divides the sample in two equally large

on the galaxy mass we have divided, for the NW case only, the subsets and sorted all mock absorbers in the NW simulation by

mock galaxy sample by mass in two subsets. The charaateriti
all mock galaxy samples considered in this paper are surmethri
in Table 2.

column density.
The main characteristics of each mock absorber sample are
listed in Table 3. Moreover, since these mock sample contagmny

Finally, to compute the correlation properties of the mock more spectra than in the real case, we have also extractethkev
galaxies we have generated a random galaxy sample by rapdoml absorbers’ sub—samples of 27 lines—of-sights to mimic IMO&

positioning5 x 10* objects in the simulation volume.

(© 0000 RAS, MNRASDOQ, 000-000
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Figure 1. The spatial distribution of the neutral hydrogen overdgrisia slice of thickness 6 Mpk—! (comoving) around the largest cluster in the simulation

box (bottom—right part of the panel) extracted from the ESWutation. White dots are drawn at the position of dark nratos. Their size is proportional
to the halo mass.

Mock Absorber Samples

Sample  Mbs  Nuimin  Nuimax ~ Wind 1o 7§\ ]
Anw 6239 12.41 14.81 NW [ |
HA 1917  13.24 14.81 NW I ]
LA 4322 1241 1324  NW r i
Asw 6444 1241 14.81 sw ]
Apsw 6445 1241 1481  ESW A 7

Table 3. Absorber Samples. Column 1: Sample name. Column 2: Number
of mock Lya absorbers. Column 3. Minimum column density. Column 4.

Maximum column density. Column 5. Wind model. All column dities 3
are inlog(cm=2) units. .

HI Ly—« lines [NW]

Log d2N/dzdN,, (cm?)

HI Ly—o lines [SW]
14 b ——i— HI Ly—« lines [ESW]

. . . . B 7k, Penton Stocke & Shull 2004
Finally, to compute the two—point spatial correlation func 1

tions, we have generated random absorber samples by randoml  _ys L & o+ o L o 0 0 0 1 0

positioning 50 Lyv absorption lines along the same 999 lines—of— 12 1 Loa N (cr;i) 15

sight used for the mock ly absorption spectra. We verified that 9

the estimation of the correlation function does not chargeifs

cantly if, instead, we consider 999 randomly chosen linessight giglydre 2('1 r;l_umb’\el\r,\;)f Ly Ia?sorbgrs ﬁe(; unit redl_shift;r;\;i 9°|_”E?§‘3‘tn5ity'
. olia red line: Simuiation. basne: reen line: SIMal Ool—

for the random absorber samplgs. We note that 50 lines per spe dashed blue line: ESW simulation. Dash?ed blalck: (Pentorl 2084) best

tra represents a good compromise between accuracy and tompu fit

ing time since doubling the number of random absorbers does n

modify our estimates of.
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3 CORRELATION ESTIMATORS

In this work we use the Davis & Peehles (1983) estimator to-com
pute the galaxy—absorber cross—correlation function botteal
and redshift-spacé(r,, 7) as:

_ AG(rp, ) nrG
E(rp,m) = mm (3

where AG(r,, ) is the number of mock absorber—galaxy pairs
with projected separatiory;, in the range[r, — orp/2,1p +
orp/2], and separation along the line—of-sight, in the range
[r—ém /2, m+07/2]. RG(rp, 7) is the number of pairs consisting

of a random absorber and a mock galaxy. In both axes the lginnin
S0 andd is set at 0.3%;,, Mpc, i.e. 4 times wider than in RWO06.
The pair counts are divided by the total number of randonagal
pairsnrq, and galaxy—absorber pairsac. The separations,
andr between two objects are computed from their recession ve-
locitiesv; andv; according tol(Fisher et al. 1994):

l-s S-S 2
T= o Tp= o — 4

wherel = (vi +V2)/2 ands = vi — V2. The estimatoi(3) is evalu-
ated in the range of separations [0, 50] Mpc'both alongr, and
« directions. To estimate the galaxy—absorber correlatimetfon
in redshift—space we have used the distant observer appation,
i.e. we have counted the galaxy—absorber pairs in each dfitbe
subsets of mock spectra parallel to one Cartesian axis argidzo
ered only the corresponding component of the peculiar itgltc
compute the redshift. The rationale behind this choice detect
and average out possible geometrical distortions ari$omgxam-
ple, when lines—of-sights are oriented along HlI-rich gasrfénts
or when a large fraction of mock galaxies belong to some promi
nent, anisotropic cosmic structure.

The galaxy—galaxy and absorber—absorber auto—cormelatio
functions are calculated in a similar way, i.e. by countidpgy—
galaxy and absorber—absorber rather than galaxy-absopadrs.
The spherical average ¢fo, ) gives the spatial correlation func-
tion {(s) wheres = /r2 + 72. We also estimate the analogous
quantity in real-space(r), wherer represents the genuine pair
separation that coincides wit their redshift differenceal’sence
of peculiar velocities. In order to compare our result wiibge of
RWO06 we compute two more quantities. The first one is the pro-
jected correlation functior&(rp):

=(ry) = 2 / " (g m)d,

wherem,q. = 50 Mpc h~ 1.
The second one is the absorber auto—correlation along indi-
vidual lines—of—sight,
AA(ﬂ') MNAR

€)= TR s ®)

where AA() is the number of mock absorber pairs with separa-
tion 7 along the line—of—sight and R(r) is the number of random
absorber pairs.

The uncertainties in the cross and auto—correlation fansti
of the mock samples are computed using the bootstrap resam
pling technique. For large, independent datasets boptstnars
are equivalent to uncertainties calculated using the jaif&kre-
sampling, as in RWO06. The uncertainty is computed in aghr)
bin as

®)

, YN, (E-¢g)

.= 7
0-51 N_l ’ ()

(© 0000 RAS, MNRASDOQ, 000-000

where the subscriptidentifies the bin, refer the sample angl is
the average correlation function computed overXhbootstrapped
samples. In this workv = 50 which provide us with a robust error
estimate (increasingy to 350 modifies errors by 2%).

This error estimate assumes that the covariance matrixeof th
data is diagonal, i.e. that the valueségé, 7) in different bins are
not independent, which is known not to be the case. Howewer, o
simple way of estimating the uncertainties avoids the carapbn
of dealing with a large covariance matrix, while providingunbi-
ased estimate of the real errars (Hawkins &t al. 2003).

4 REAL-SPACE ANALYSIS

In this analysis we ignore peculiar velocities when we useldEq
to estimater,, and = from redshifts. In FigCB we show the real—
space auto—correlation function of the mock galaxies inGkey
sample (black dots). Errorbars represent heotstrap uncertain-
ties. The autocorrelation of mock galaxies is shown togettith
that of HIPASS galaxies, indicated by the dashed line whég r
resents the power—law best fit to th€-) in the volume-limited
sub-sample of galaxies extracted from the HIPASS cataldg®x;.
This power—law has a slopg,, = 1.5 + 1 and correlation length
r0.49 = 3.2 &+ 1.4 Mpc h™'. The two functions agree, within the
errors, belowl0 Mpc A~ !, since the power—law fit to the correla-
tion function of our mock galaxies in the range 10] Mpc h~* has
Vg9 = 1.46 £ 0.03 andro 4o = 3.06 + 0.15 Mpc h™*. We have
considered the MO7 result since it is based on a sub-cath#idgst
volume limited, like our mock samples but it is worth notigithat
the RWO6 fit obtained using the full, flux limited HIPASS sampl
is fully consistent with the MO7 result and, therefore, watlr fit
too.

The correlation signal of the mock galaxies suddenly draps a
separations smaller than 0.4 Mpc'. On the contrary, the galaxy
correlation function of RW06 monotonically increases wiren
ducing the pair separation. Including the few mock halogdar
than 10'3-5 M, sample does not modify significantly this small-
scale trend. This small-scale mismatch as an artifactidgrivom
the fact that, in the simulation, we do not resolve galaxge-si
sub—structures within the large cluster—size halos thatieisent,
would significantly contribute to the correlation signal satb—
Mpc h~'scales. Indeed, when we run the Friends—of—Friends algo-
rithm to identify halos using a smaller linking length of Qithes
the mean inter—particle spacing, the small scale flattedisgp-
pears and the power—law behavior is restored below 0.3Mpc

Mock absorbers are significantly less self-clustered than
galaxies: their autocorrelation function (blue squaredpctor of
~ 10 below that of galaxies (see Dobrzycki et al. (2002)). We can-
not compare this result with observational data directlyces the
observed Lyt absorbers are too sparse. However, RW06 was able
to compute their correlation along each line—of-sight aeccam-
pare this result with the theoretical predictions in thetr&ection.

The red triangles show the mock galaxy—absorber cross—
correlation function of the Aw+Gnw samples which is signif-
icantly weaker than the galaxy auto—correlation. This ltesuat

variance with that of RW06 who find that the cross—corretatio
function of HIPASS galaxies and hyabsorbers (dot—-dashed curve
in Figure[3) in the[1,10] Mpc h~'range is best fitted with a
power—law slopey,, = 1.9 £ 0.3 and correlation lengtho ., =

7.2 + 1.4 Mpc A, significantly larger than that of the galaxy
auto—correlation function. When we fit the cross—correfafunc-

tion of the mock data in the same range of separations we find
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Figure 3. The real-space two—point correlation functions of the mock
galaxy and absorber samples. Black dots: galaxy auto-atore func-

tion in the Gyw-sample. Blue squares: absorber autocorrelation function
in the Ayw—sample. Red triangles: galaxy—absorber autocorrelétioc

tion in the Ayw+Gnw sample. The size of the bars shows bootstrap
resampling uncertainties. Black dashed curve: best fitdqgtiaxy—galaxy
correlation function in the HIPASS volume-limited sampfev®7. Black
dot—dashed curve: RW06 best fit to the HIPASS galaxye Lgbsorbers
cross—correlation function.

Yag = 1.29 £ 0.03 and correlation lengthy, ., = 1.44 £+ 0.08
Mpc h™t.

RWO06 pointed out that the cross—correlation signal in@geas
with the column density of the absorber. We find the same trend
in the simulation. We show in Fi@l 4, the cross—correlatigmal
increases when we restrict our analysis to strong absodfehe
HA sample. On the contrary, massive mock galaxies do not seem
to be significantly more or less correlated tocLyabsorbers than
smaller galaxies. In fact, we find that the cross—correatagignal is
almost independent of galaxy mass.

Strong galactic winds can blow gas out of galaxy—size halos
and therefore could suppress the cross—correlation sa@nalb-
Mpc scales. To quantify the effect we have computed the galax
absorber correlation functions in the SW and ESW simulation
and compared them with that of the NW experiment. The results
are shown in Fid.]5. The red triangles with errorbars reprete
same cross—correlation function of the#&+Gnw sample shown
in Fig.[4 and refer to the case of no winds. The effect of includ
ing the effect of strong winds is illustrated by the blue dashnd
solid black curves that refer to the SW and ESW simulatioes, r
spectively. Even adopting extreme prescriptions for gadagnds,
the effect on the galaxy—absorber correlation functioreiysmall
and, as expected, is significant only at separatjgris3 Mpc h~*
where fewer galaxy—absorber pairs are found with respetiido
NW case. This is not surprising, considering the free tréamjth
., adopted in the models. We find no significant differences be-
tween the SW and ESW experiments, which illustrates thestebu
ness of the cross—correlation signal on scales largeritham the
scheme adopted to simulate galactic winds.

100 T T
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*}\ HG + A
N LG+A - - - -
MU G+HA -------
10 F NN G+LA 4
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0.1 1 10 100
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Figure 4. The absorber—galaxy cross—correlation function in varimock
subsamples. Red triangles with errorbarg:y+Gnw Sample. Black solid
line: HG+Anw . Dashed red: LG+Aw. Dotted blue: Gyw+HA. Dot-

dashed green: Gy +LA. Long-dashed magenta: LG+HA.
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Figure 5. Effect of galactic winds on the cross-correlation functied
triangles: Avw+Gnw samples in the NW simulation. Dashed blue curve:
SW simulation. Solid, black curve: ESW simulation. The sifghe bars
shows 1e bootstrap resampling errors.

5 REDSHIFT-SPACE ANALYSIS

In Section[# we have shown that hydrodynamical simulations
do not reproduce the RWO06 result. On the contrary, the galaxy
absorber correlation function is significantly weaker thiwe
galaxy autocorrelation function. The previous analyssyéver,
has been performed in real-space ignoring peculiar védsdinhat
may bias the correlation analysis. Moreover we have corside
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number of spectra much larger than that of RWO06. Therefoee, w
must account for the possibility is that the mismatch betwieg
drodynamical simulations and RWO06 is not genuine but dsyive
stead, from redshift—space distortions and sparse HI sagblat,

if not properly accounted for, may affect the cross-cotreteanal-
ysis. In an attempt to account for both types of errors weatihe
correlation analysis using more realistic mock catalogsviich
redshifts are used as distance indicators and only 27 bfisgght

are taken to mimic the RWO06 data set. To investigate the two ef
fects separately, we first perform a redshift—space arsmabfsthe
whole Axvw+Grw sample and then we consider sub-samples of
27 lines-of-sight.

In Figure[® the autocorrelation function of the mock galax-
ies in the Gew samplefqq(rp, ), is plotted on ther,, 7) plane.
Contours are drawn at iso—correlation levels of 2,1,025,0The
distortions along ther axis induced by small scale incoherent mo-
tions within virialized structures (the so called fingers-gmd) can
be seen at separations < 2Mpc h™' extending out tar = 6
Mpc h~t. A similar distortion pattern is seen in the correlation
function of HIPASS galaxies (Fig. 2 of RWO06). In that case & se
ond, independent, distortion pattern along theaxis, is detected
at separations, > 4 Mpc h~*. The compression of the isodensity
contours alongr is the signature of large scale coherent motions
that increase the apparent number of pairs with large sépasa
This second distortion pattern is not visible in . 6, & that we
ascribe to the lack of large scale power in our simulationdeéd,
our simulations do not account for power on scales larger @ta
Mpc h~*which could significantly contribute to the amplitude of
the bulk motions and thus to the compression of the iso—tlensi
contours.

Figure[T shows the redshift—space cross—correlation ifumct
Eag(rp, m) Of mock absorbers and galaxies in ther+Gnw
sample. The signal is significantly weaker than the galaxg-au
correlation and the distortion pattern looks very difféar@nno sig-
nificant elongation is seen along theaxis. Instead, at large sep-
arations, the iso—correlation contours are compresseatjalpas
expected in the presence of coherent motions. The diffesehe-
tweenéqy(rp, m) @and&yq(rp, 7) reveal that mock Ly absorbers
and galaxies have different dynamical properties. Gataxiela-
tive velocities are dominated by the incoherent motiongicel of
virialized structures. Instead, the relative motion of fnbga ab-
sorbers and galaxies is more coherent, suggesting that atmck
sorbers are preferentially located in the outskirts of higmsity
regions into which they are probably falling.

Finally, we note that the peak of the cross-correlation fimnc
is spatially offset from the center. This feature and theegairdis-
tortion pattern of the simulated cross-correlation fumetire quali-
tatively similar to that of the cross-correlation functioetween the
CHFT galaxies and th& ST Quasar Absorption Line Key Project
Data Release Ly with 13 < log(Nur/cm™?) < 15 measured by
WO07. On the contrary, the RWO06 cross-correlation functsoddm-
inated by a very large finger—of—god distortion. A similart kess
prominent, distortion pattern has been seen by Davé €1 999)
and W07 in their numerical experiments. RWO06 interpretésidis-
tortion as the draining of the gas from low-density regiane col-
lapsed structure. Although the dynamical interpretatiothis case
is not as simple as in the galaxy-galaxy case, we note thalrte-
ing mechanism advocated by RW06 would probably lead to eoher
ent, rather than incoherent motions, which would producerst v
different distortion pattern. W07 suggested that the fingerod
distortion could be a geometrical effect deriving from abéey
Ly« absorbers along lines—of-sights that run along some Hadial
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Figure 6. The redshift-space auto—correlation functigy (r,, 7) of mock
galaxies in the G sample. The binning is 0.4 Mge—in both axis. Iso-
correlation contours are drawn at correlation levels of®510.25. Boot-
strap resampling shows typical pixel variations of the orgle,, w) ~

0.08

elongated structure. To check this hypothesis we explditedlis-
tant observer approximations and computed the crosstatomre
function by considering redshift distortions along one t€sian
axis at a time. If distortions were purely geometric, i.eduoed
by a few prominent, anisotropic structures, we would expesee
different distortion patterns in the cross-correlationdiions com-
puted along orthogonal axes. If, on the other hand, they varsed
by random motions within large, spherically symmetricjalized
structures like galaxy clusters, we would expect to see fsgé
god type distortions along all axes. Instead, the coratafinc-
tions measured by three, orthogonally—positioned disthsérvers
turned out to be very similar and consistent with the one show
in Fig.[1. We conclude that neither pure geometrical effects
incoherent motions can alone explain the distortion patierthe
Eag(rp, m) Of our mock Avw+Gnw Samples.

Small redshift distortions could be amplified by sampling
Lya absorbers along a limited number of lines—of-sights, as in
the RWO06 case. To quantify the effect of shot noise errors cou
pled to dynamical and geometrically—induced distortions have
constructed 30 independent realistic mockiLgub-samples of 27
independent lines—of-sights and computed their croseslation
with all mock galaxies of the Gw sample. In Fig[l8 we show
€ag(rp, m) computed in four such realistic mock samples. The
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Figure 7. The redshift-space cross—correlation functi@, (rp, ) of
mock absorbers and galaxies in thg®+Gnw sample. The binning is
0.4 Mpch—1in both axis. Iso-correlation contours are drawn at coticia
levels of 1,0.5,0.25. Bootstrap resampling shows typicalariations of
the order (rp, ) ~ 0.2

cross-correlation functions shown in the two upper pane<har-
acterized by prominent finger—of—god distortions which,thie
upper—right plot, are similar in amplitude to that measubsd
RWO06. This kind of distortion is found inv 20% of the mock
subsamples considered. The fact that we observe fingegaebf—
distortions along different Cartesian axes suggest thegt tannot
be attributed to the fact that the sample is dominated by a sin
gle, prominent, anisotropic structure. Rather, they seeonijinate
from genuine, finger—of—god like, dynamical distortionsicthbe-
come apparent when a significant fraction of the 27 specinplees
some virialized regions. The relevance of sparse samp#rigince
in the cross-correlation analysis is even more evident éntéo
bottom panels of Fid.18. They show the cross—correlatiostfan
computed along the sam& {) axis, as in the top-right panel, but
use two independent sets of lines—of-sight. Not only theefing
of—god distortion disappears but the cross—correlatignadiis ei-
ther very weak (bottom left) or significantly offset from tbenter
(bottom-right).

mock absorbers in the A catalog. Large errorbars plottedh wit
dashed lines represent the scatter around the mean of tleeted
cross—correlation function computed using the 30 realistock
absorbers’ samples consisting of 27 lines—of—sight. Theptiag
noise clearly dominates the error budget and the total siguifi-
cantly exceeds that of RWO06. Filled red squares show the gt
galaxy-galaxy correlation function with the d-bootstrap errors.

In order to assess the goodness of our error estimate we bave c
pared the scatter among the 30 catalogs with the bootstrapser
computed from N=50 samples. The two errors agree well in the
range (1,10) Mpc/h, in which boostrap errors arel5 % smaller
than those shown in Fig[] 9. On smaller scales the bootstrap re
sampling technique overestimates the errors by facter @f The
autocorrelation signal is higher than the cross—cor@iatine, con-
sistently with the real—space analysis. However, the idiffee is of

the order of the errors, i.e. the mismatch is aboutdt-separations

rp, > 1Mpc h™?, in the range in which RWO6 find that the cross-
correlation signal is larger than the autocorrelation diked tri-
angles show the projected autocorrelation function ofladbabers

in the Axw sample. As anticipated by the real-space analysis, ab-
sorbers correlate with themselves very weakly. When oneuats

for sparse sampling their autocorrelation signal is caestswith
zero.

RWO06 were able to detect the auto-correlation signal of the a
sorbers by measuring their auto-correlation functén) of eq.[6
along individual lines—of—sight. We have repeated thalysigus-
ing all absorbers in the A sample. The resulting auto-cati@h
function replicates the RW06 result to within1-

Finally, to test the robustness of our results we have coeaput
the cross—correlation functiode(rp, 7) using the HG, LG, and
LA sub—samples as well as the mock catalogs extracted frem th
SW and ESW runs. There are no cases in which wer are able to ob-
tain a galaxy—galaxy autocorrelation signal weaker tharctbss—
correlation one and to reproduce the large finger—of—gddntiisn
feature observed by RWO06.

6 CONCLUSIONS

In this work we have studied the relative spatial distribu-
tion of galaxies and weak Ly absorbers with12.41 <
log(Nur/cm™2) < 14.81 in hydrodynamical simulations and
compared our results with the analyses of real datasetsrpezél

by W07 and, mainly, with RW06. Our main conclusions are:

e The galaxy-absorber two-point cross-correlation functio
the hydrodynamical simulation is weaker than the galaxy-aut
correlation function. This result is at variance with th&tRwW06
but in qualitative agreement with the analysis of W07.

e No flattening at small separation is observed in the cross cor
relation function of all mock absorbers, unlike in RWO06. Aadim
scale flattening is observed, however, when the cross atioel
analysis is restricted to low density absorbers.

e The cross correlation signal increases with the columnitlens
of the absorbers, in agreement with RW06. We find no significan
dependence on galaxy mass.

e Galactic winds have a small effect on the absorber and galax-
ies correlation properties in these models. Using the mrst e

A more quantitative assessment of sparse sampling errors istreme prescription to simulate these winds suppressesrdss-c

given in Fig.[® in which we show the projected absorber-galax
cross correlation functio®qq(rp)/rp of the Axw+Grnw sam-
ple (filled black dots). Small errorbars drawn with soliddinrep-
resent le bootstrap resampling errors computed using all 999

correlation signal only at separatiogs0.3 Mpc A~ 1.

e Absorbers correlate with themselves more weakly than with
galaxies. Their auto—correlation signal is very weak antsistent
with that measured by RWO06.
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Figure 8. The redshift-space absorber—galaxy cross—correlatioctifuin £, 4 (rp, ) for four independent subset of absorbers along 27 linesigift: On
top each panel is indicated the direction along which alimore spectra were drawn and the total number of mock absoibeeach sample NNg. All
cross—correlation functions are computed using the sa®@ #®ck galaxies in the G sample.

¢ Redshift-space distortions alone cannot explain two asjéc
the differences with the RWO06 results. The cross—coraiatignal
is weaker than the galaxy auto—correlation signal. The poiot
cross—correlation functiorg, ¢ (rp, 7) does not show a prominent
finger—of—god type of distortion. The latter looks very pioemt
in the RWO06 cross—correlation function but is not seen ingy
one.

e The origin of the finger—of—god distortion cannot be purely
geometric, i.e induced by the presence of a prominent, &nfsio
structure in the sample. In this case distant observemsdapectra
along orthogonal directions would detect different digtor pat-
terns. We do not see such effect.

e Fingers—of—god distortions may appear when sampling the in
tergalactic gas using a limited number of UV spectra, as @& th
RWO06 sample. In this case, they represent genuine dynadigal

(© 0000 RAS, MNRASDOQ, 000-000

tortions that become apparent when a few spectra, that leowev
represent a significant fraction of the total, pierce somlized
regions.

e The sampling noise is large. Once accounted for, the differ-
ence between the simulated galaxy—galaxy and galaxy-tadasor
correlation functions is significant at the 1-o level only.

7 DISCUSSION AND PERSPECTIVES

Modeling the gas distribution in the low redshift universeidiffi-
cult task. Numerical experiments use a humber of simplfhg-
pothesis and approximations that potentially affect oaults. The
main uncertainties are related to the ill-known mechanishstel-
lar feedback and galactic winds for which we have adoptegl&m
tic phenomenological prescriptions. It is therefore vesgssuring



garded by RWO06 as a conclusive evidence since redshiftrticste
may artificially dilute the correlation signal. Our numetiexper-
iments provide a direct estimate for the self—clusteringhef ab-
sorbers which is free of redshift—distortions. The reakegpanaly-
sis we have performed indicates that the auto-correlatiootfon

of the mock absorbers is significantly weaker than that ofknoc
galaxies and that, in redshift—space, their self—clusgeis con-
sistent with the RWO06 estimates. The outcome of our nunlerica
model suggest therefore that inAXDM universe weak Ly ab-
sorbers are not embedded in group-size halos. In fact, the as
ciation of weak Lyv absorbers with virialized halos is probably
too naive. The absence of a strong finger—of—god distortiotise
simulated.q (rp, w) suggest that the neutral hydrogen responsi-
ble for weak Lyx absorption lines is not part of virialized struc-
tures. Rather, it is probably located in their outskirts;fatling to-
wards their central regions. Interestingly, we see a flatteim the
absorber auto—correlation function at separatigns Mpc ' a
feature which is also typical of the the warm—hot intergitagas
according to both numerical (Daveé etlal. 2001) and semiytina
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Figure 9. Filled dots and solid line: projected absorber-galaxy €rcsr-

relation function=q4(rp)/rp. Small errorbars are &-bootstrap resam-
pling errors. Large errorbars account for sparse samplan@ance. Filled

squares and dashed line: galaxy-galaxy projected autdation function

Eag(rp)/rp. Filled triangles and dot-dashed line: absorber-absguber

jected autocorrelation functidBaq (rp)/7p

that our results are robust to the star formation criterio galac-
tic wind prescriptions adopted. However, since robustdess not
exclude systematic errors one needs to be aware that ttmusari
approximations adopted in our numerical model to prediethih
distribution atz = 0 may bias our results.

Our model does not include halos larger tHat'3-5 Mg
and ignores substructures within virialized halos. Whilke mave
checked that including large halos does not change ourtsesul
ignoring galaxy-size halos within groups or clusters mafeaf
the outcome of the correlation analysis. Galaxies in siyoolyis-
tered environments significantly contribute to both th@aahd the
cross-correlation function at small separations. Igrgptireir pres-
ence would artificially decrease the correlation signaddpcing a
flattening in the correlation functions at small separatioie do
see a flattening but only in the galaxy-autocorrelation fiamcand
on scales smaller than 0.4 Mpc'. The cross—correlation func-
tion, instead, increases at small separations unlike ta@bRWO06
that flattens and we do not reproduce the flattening at sepasat
smaller than 1 Mp&~*. A flattening of the galaxy-absorber cross-
correlation function at small scales was also seen in theeniaai
simulations of Davé et al. (1999) that, however, have atéthres-
olution compared to ours. The fact that we find no flattening in
the cross-correlation function has two implications. fignoring
sub-clustering within large halos has little impact on ocesuits.
Second, it seems that there is no characteristic scaledarasmic
structures in which Ly absorbers are embedded.

The RWO06 analysis convincingly rules out minihaloes for the
confinement of weak Ly absorbers. Based on the measured cross-
correlation strength, RWO06 suggest that they are embeddedéh
larger halos with the typical mass of a galaxy-group. Thisildo
imply a self—clustering of the absorbers comparable or ¢ueyer
than that of galaxies. The fact that, on the contrary, thesomea
absorber self-clustering along the line—of-sight is wesahat re-

(Valageas et al. 2002) predictions.

Finally, we turn to what we regard as the main result of this
work. RWO06 find that the galaxy-absorber cross-correlasignal
is significantly larger than the galaxy-galaxy correlati@ur nu-
merical analysis is not able to reproduce the observatiowes
find that the opposite is true. However, when shot noise rror
are accounted for, the discrepancy between the auto- arsd-cro
correlation signals is of the order ofd-only. Can we reconcile
the two results ? Our numerical experiments were perfornred o
a rather small box o060 Mpc h~* which cannot be regarded as
a fair sample of the universe. In other words our cosmic naga
is not negligible and should be accounted for in our errorgetd
This would require running numerical simulations in a larigex
while keeping the same resolution or running several idahsim-
ulations of different random realizations of the universeeither
case the likely outcome would be that of increasing the sizheo
errorbars in figiP and the conclusion would be that, prokiegH!|
distribution with 27 lines—of-sight is not sufficient, in/eCDM,
universe to demonstrate a difference between the self avsk cr
clustering of galaxy and Ly absorbers at the level measured by
RWO6.

The fact that the errorbars in the projected cross-coroglat
function of RW06 are smaller than ours seem to indicate tiit t
error estimates are biased low. In secfidn 5 we have shown tha
the bootstrap technique underestimates errors-hi5 %, on av-
erage, at separations 1Mpc A~! when the sampling is as sparse
as in the RWO06 case. This bias reflects the fact that absoabers
not guaranteed to be independent. It is plausible that ffestas
even more severe in the RW06 sample since nearly 30% of the ab-
sorption spectra considered were drawn in the vicinity ef\irgo
cluster region. We would also expect that these spectral @otifi-
cially amplify the cross—correlation signal since the diruster is
an Hl-rich region. However, surprisingly enough, the exoa®ss-
correlation signal is still present when galaxies and diessrfrom
this region are excluded from the analysis (Ryan-Webevaf®i
communication).

The only way out at this apparent paradox is that the relative
distribution of galaxies and Ly absorbers in the RW06 sample
is different from that of the typical cosmic environmentcz the
cross-correlation signal and its variance are signifigadifferent
from their average values. This despite the fact that in osmic
neighborhood the most prominent structures are anisagtipilo-
cated along the Super-Galactic plane, rather than beingpgem
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neously distributed. We see two possible ways to check thditya

of this hypothesis. One is to resort to the so called comstthhy-
drodynamical experiments designed to match the actualigas d
bution in our local universe_(Kravtsov, Klypin & Hoffman 280
Klypin, Hoffman, Kravtzov, & Gottlober| 2003 Yoshikawa di a
2005;| Viel et al| 2005). Currently available simulationswever,

are of little use as their constraints are either too weathesrefer

to scales larger than 5 Mpe™ ! (Gaussian), or too local, as they are
effective out to distances of 15 Mpch™*, i.e. within our local
Supercluster. The second possibility, which looks morenisong,

is to improve the sampling of the HI distribution either thgh
Lya absorption lines in the UV absorption spectra or through the
X-ray lines of highly ionized metals, like OVII. The lattes ex-
pected to trace the Warm Hot Intergalactic Medium (WHIM) in
density-temperature environment similar to that in whiof weak
Lya absorbers can be found. With this respect, proposed X-ray
satellites like EDGE.(Piro et &l. 2005) are particularlyeirgsting,

as they could observe the WHIM in emission, which would allow
one to trace the three dimensional gas distribution ratteer prob-

ing it in 1D along a few lines—of—sight.

It is worth stressing that the present tension between model
and data could be a signature of the fact that hydrodynarsioal
ulations are still missing physical inputs able to repratite ob-
servations. However, if the mismatch between theory anérebs
vations is confirmed, which probably requires both betteseob
vational data and better control over systematics in theemioal
models, the RWO06 results could constitute an interestiadjahge
to the ACDM paradigm, similar, and perhaps related to the absence
of dwarf galaxies in voids (Peebles 2007).
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